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PREFACE

Semantic technology is emerging and getting pojtylarery rapidly due to its

capability of making the data machine understaredabld process able. Large
industry players are adopting semantic technologiegapture and engineer the
domain knowledge. It is because that organizatiame aware that their
competitiveness and future success depend on theareness to the latest
developments in the field and on solutions to supmanagement of knowledge.

Knowledge technologies are developed from Artifidiztelligence (Al) and | co-
located the STAKE 2010 with Malaysian Joint Confer on Artificial Intelligence
(MJCAI 2010) to bring together all stakeholderscliling experts, novices,
knowledge Engineers, Al experts and other intedepteties from around the world.

The Semantic Technology and Knowledge Enginee®TAKE 2010) Conference is
dedicated to latest scientific trends in semangchhology and knowledge
engineering. It is co-organized by the Center afdlience in Semantic Technology at
MIMOS BHD and the Center of Excellence in Augmentedality, University
Malaysia Sarawak (UNIMAS). STAKE 2010 is second feoence of its series.
Initially STAKE 2009 emphasized more on applicatidn the domain of semantic
technologies and knowledge engineering but thise tilm organized as a full
conference where professionals can share theis i@ technology trends. One good
attraction in STAKE 2010 for participants is thiapiovides a joint platform both for
industry and academia. Researchers from acaderhighare their latest research and
industry people will contribute their research eigece from industry and also demo
their semantic based applications. Community bogdis fostered in special
interactive events designed around particular theD®iberately frequent breaks
throughout the conference and social events in efenings provide excellent
opportunities for meeting and networking with reskars and practitioners from all
over the world.

We encourage PhD students to participate in the Mildents Symposium,
specifically designed to facilitate current PhD diglates to present to the panel of
experts, their research, and challenges they anegfaThis will be an excellent
opportunity to get feedback on their research fesninternational panel of experts.

STAKE 2010 offers its attendees selected contristireviewed by an international
Program Committee. The presentations and publitat@pver amongst others the
following areas:
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e Information Extraction
e Semantic Web
e Bioinformatics

We have also invited two prominent researchers éma&htic Technology and

Knowledge Engineering to delivery their keynoteradd during the conference. They
are:

e Professor Eric Tsui (Hong Kong)
e Professor Andreas Dengel (Germany)

At the end | would like to wish all the successhis conference, and all the other
activities organized throughout this Knowledge Tetbgy Week (KTW 2010).

Best Wishes and Thank You.

Dickson Lukose (General Chair) MIMOS BHD
Muhammad Ahtisham Aslam (Program Chair) Kualepur, MALAYSIA
Edmond Ng (Local Organization Chair) 28thoth3July 2010
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quality research papers in conference proceedingsuld like to say special thanks
to those Program Committee Members who bared teebavden of reviewing papers
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Leveraging Atrtificial Intelligence and Semantic
Technologies to Enhance Knowledge Processes in
Knowledge Services Applications

Keynote Speaker

Prof. Dr. Eric Tsui
(Hong Kong Polytechnic University, Hong Kong
Eric. Tsui@polyu.edu.hk

A knowledge worker in the new economy often hasday out non-linear work
which typically manifests in the form of a randoeriss of knowledge processes.
Such processes include, but not limited to, sealelssify, discover, share and learn.
Despite major advancements in various IT toolsufgpsrt these processes, integrated
systems that are underpinned by Al and ST to parfdedicated knowledge services
still do not exist. This talk will comprehensivalgport on efforts by the Knowledge
Management Research Centre (KMRC) at HKPolyU tcerage on the above-
mentioned technologies to perform search, clasgifio, knowledge discovery,
navigation, and learning, as well as applicatiaisdtlivering knowledge services for
individual knowledge workers and organizations. fagkes of such services include
automated knowledge audit, computational narraiwulation of scenarios, and an
Intellectual Property Management System (IPMS).

About Prof. Dr. Eric Tsui

Eric Tsui joined Computer Sciences Corporation (CQC 1989 after years of
academic research in automated knowledge acquisiti@ural language processing,
case-based reasoning and knowledge engineering tdidl research was supported
by grants and scholarships from Arthur Young, RaXérox, CSC, Graphic
Directions, and the Australian Research Council. vites also a gratis visitor to
Microsoft Research in February, 2000. Appointedttes Professor of Knowledge
Management at the Hong Kong Polytechnic Universityder the President’s
Distinguished Professionals Scheme in Septembez,2@90joined the university as a
full time staff in March 2005. In the past 5 yedns, has delivered numerous public
and custom-designed knowledge management and tegies workshops. He has
also consulted for many government departments puinAte organizations in
Australia, Hong Kong, Singapore, Malaysia, and Bfun

Vil
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If a text would know that it is read!?

Keynote Speaker

Prof. Dr. Andreas Dengel
(German Research Center for Atrtificial Intelligen®FKI GmbH
Andreas.Dengel@dfki.de)

Intelligent systems paying attention to their usamsl observing what she or he is
currently working for are becoming more and morg@antant. Correlations between
human actions and document contents are essemtialbdilding "electronic
information butlers" that are able to anticipateatvimnay be wanted in a given context.
Due to the limitations of today's computer intedfadn user observation, we have to
consider new approaches for connecting human thsugimd relevance of
information.

In this talk, I like to propose a new but highlyoprising research field where gaze
data collected during reading is used to measueatan while reading, Fixation

points and saccades are taken to determine redmihgvior and for calculating

contextual relevance of content while working wilbcuments. Based on these
findings, a text may be enriched by invisible mags augmenting a simple
alphanumeric document with a virtually multimediarid behind the text. | first give

an introduction into the new options for combinithg brain and computer-resident
information via the eyes and then show the newoaptiand potentials of this

emerging research field for application such amsieg, classification or search.

About Prof. Dr. Andreas Dengel

Professor Andreas Dengel is Managing Scientifiee@ur at the German Research
Center for Artificial Intelligence (DFKI) in Kaisstautern. In 1993 he was appointed
Professor at the Computer Science Department ofthieersity of Kaiserslautern
where he holds the chair Knowledge-Based Systeinge 2009 he also holds a
Honorary Professorship (Kyakuin) at the Dept. offpater Science and Intelligent
Systems, Graduate School of Engineering of the ®&akfecture University. From
1980 to 1986 Andreas studied Computer Science apnddics at the University of
Kaiserslautern. He subsequently worked at the Sismesearch lab in Munich and at
the University of Stuttgart where he completeddustoral thesis in 1989. In 1991 he
worked as a guest researcher at Xerox Parc inAtao

Andreas is a member of the IT-Summit Working Graupservice and consumer-
oriented information technology consulting the Ganngovernment on questions of
future IT strategies. 2008 he co-founded the latgiton Document Analysis and

viii
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Knowledge Science (IDAKS) at the Osaka Prefectunevérsity in Japan. Andreas is
an advisory board member of the Center of Exceflesit Semantic Technologies at
MIMOS in Kuala Lumpur, Malaysia, the NEC Computeasd Communication
Innovation Research Labs (CCIL), and the Int. Carfee on Document Analysis
and Recognition (ICDAR).

Andreas is and was program/technical chair of irgtonal conferences, such as
ICPR, ICDAR, DAS, ICFHR, KES, KI, and KM. He is adlitorial board member of
international journals, like IJDAR and Future Imter. Moreover, he is founder or
initiator of several successful start-up compani®e2005 he received a Pioneer Spirit
Award for one of his start-up concepts. He is citeedof various international
computer science journals and has written or edtdmoks and is author of more
than 160 peer-reviewed scientific publications.ddpervised more than 120 PhD and
master theses.

In 2004, Andreas Dengel has been elected a Felfalveolnternational Association
for Pattern Recognition (IAPR) and has been hondoechis work several times.

Most prominent prizes are the ICDAR Young InvestigaAward, the Nakano

Award, the Technical Communication Award of the &kl SEL Foundation, the
Multi-Media Award as well as a Document Analysistyns Achievement Award he
received at Princeton University. His main sciéntémphasis is in the areas of
Knowledge Management, Semantic Technologies, Irition Retrieval, and

Document Understanding.






Sentiment Analysis Using Maximum Entropy and
Support Vector Machine

Hemnaath RenganatHaBoon Wee Lo

LePulze Sdn Bhd, C-41-2, Block C, Jaya One, No J&an Universiti, 46200, Petaling
Jaya, Selangor Darul Ehsan, Malaysia.
{hemnaath, boonwee}@epulze.net

Abstract: This paper presents a study on a hybrid machamileg technique
that classifies sentiment of sentences by recagnipatterns and usage of
words. The system uses Maximum Entropy (Maxent) Swgport Vector
Machine (SVM) with a Bag-of-Words model. Movie rewi comment
sentences taken from Cornell University (Pang/L&& /2005) were used as
training dataset. Sentences will be classified @ticg to a negative or positive
perspective. We propose an approach of runninguitig rules before
extracting text features as a Bag-Of-Words modelxémt probability values
will then be gathered from the Bag-Of-Words modebé passed into SVM for
overall classification.

Keywords: Sentiment Analysis, Maximum Entropy, Support Vediachine,
Bag-Of-Words, Lemma, Unigram

1 Introduction

Vast amount of information available in the onlieavironment: blogs, social
websites, review sites, forums, has encouraged mnalysis that makes use of these
information to draw conclusions on public opinioms.this paper, we attempt an
analysis of our own: which is to build a sentimelassification engine that classifies
sentences within a text as positive or negative: @assification will be focus on
movie reviews and comments.

Sentiment, involves the emotion and state of minancauthor when he/she writes
a text. It is difficult to extract sentiment becauthere is a lot of subjectivity,
perceptions, culture and environmental factorsetdaien into account. Due to this,
achieving good accuracy for a sentiment classsfiirproves to be a great challenge.

2 Related Work

There has been a lot of work done in sentimentyaiglsing different techniques
and methodologies. However, most are often perfdratea higher document level
rather than sentence level. We believe this isuszalocument level text captures
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more sense and pieces of information hence leddibgtter performance of polarity
detection. Furthermore, with sentence level anglysiuch pre-processing, such as
anaphora resolution and semantic analysis has tpebermed before the actual
sentiment detection begins.

Among those who performed document level sentinaeatysis include [1], [3],
[5], [12], and [14]. Pang et al. [14] experimentadl 3 machine learning classifiers
(Support Vector Machine, Maximum Entropy, and NaBagyes) at document level.
They also tested on different Bag-Of-Words feattmenbinations such as unigram,
unigram + bigram, and unigram + Part-of-Speech (P@& Their results claim that
Support Vector Machine (SVM) using unigram as fesguhas the best performance
in sentiment detection.

Boiy et al. [3] also performed document level cifisation with unigram and their
results show SVM with highest performance. Howevarhen subjectivity
classification is done pre-sentiment analysis,rthesults show Maximum Entropy
(Maxent) with better performance. Pang et al. [fidlire work added subjectivity
detection as well, to avoid processing of objeckemtences and results show an
increase in accuracy. A subjectivity classifier lhaen built but not included within
the experiment because our training and testingsetd consist of subjective
sentences only.

Extended work by Mullen and Collier [12] proves ttheithin the 1-gram scale,
unigram words are outperformed by lemmas, whichtla@eroot words. This may be
because lemma reduces the number of Bag-Of-Woedsrrés without losing much
sense or information.

In terms of sentence level classification, Sashalef16] has built a hybrid
sentiment classification engine composed of a figléexicon and Maxent. They
implemented Maxent over lexicon to exploit locatlagiobal context of a sentence.
They score and rank their sentences using theiinsemt lexicon and use these scores
as features for their entropy model. Other intémgsfeatures [16] planted in the
model include scores of neighbouring sentences, preided ratings, and also the
pre-labelling of sentences as positive or negdtased on the user rating. Addition of
the user rating and pre-labelling increased thegrall sentiment over 3 — 5%.

Other sentence level sentiment techniques inclieusage of compositional
semantics with sentiment lexicon as shown by [4] §hl]. Choi and Cardie [4]
particularly show that semantics with sentimentdes perform better than any other
standard learning methods with Bag-Of-Words. Theénmapm solution however said
by [4] is to integrate semantics into learning tsat the algorithm can identify the full
grammar formalities of the language. What we prepos our system is to use
compositional semantics before the standard legri@kes place. It is different in a
way that we run linguistic rules over a sentencst fiefore the learning or prediction
takes place.

3 Methodology

As mentioned earlier, our method of sentiment aiglig based upon linguistic rules
and machine learning. In this section, we explain approach using Bag-Of-Words
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feature, together with the crafting of linguistizles such as negation and
conjunctions. The manner of which we constructégytaid machine learning model
consisting of Maxent and SVM will also be explainedhis section.

3.1 Feature Selection

Feature Selection here basically refers to thebates required for the learning
engine to classify an input correctly; in our capesitive or negative sentiment.
Features can be said to be clues or markers thdednning algorithm can utilize to
predict or calculate the score for a particulasglarhe performance in learning is
directly influenced by the capabilities of the fa@s to recognize a class. For
example, in the case of sentiment analysis, thierbite ability of features to detect a
sentiment class (positive / negative), the better performance of the overall
sentiment classification engine. Therefore, as meatl by Kuat and Sasa [9], the
idea behind selecting good features is to caphe@ésired properties of a class.

Each sentence in our case is recognized as an s in the form of a feature
vector (Event =4 f,, f3. . . ). The number of features per sentence is not fixed
since the entropy engine allows the flexibilitywafriable features. In this section, we
will explain the feature candidates that are ablddtect a sentiment class (positive /
negative) effectively.

Bag-Of-Words Model. What we implement in our system uses a Bag-Of-Words
model. This means each word within a sentencepiesented as a feature. This leads
to a unigram B-O-W model where each word standseabs an independent feature
and a sentence therefore comprises of these indepefeatures. A sentence with 10
words equals to a sentence with 10 features. Fampbe, “we had a good time.” =
Event = {"we”, “had”, “a”, “good”, “time” “."}. Each sentence then has n number of
features of which Maxent supports. This methoceafudre selection is similar to most
other sentiment detection experiments conducte], [16],[9], [12] to name a few.

Using B-O-W, the total number of features shouldecahe entire dictionary of
words in a language. However, doing so will causdgomance to degrade and some
domain specific and new words may not be recognised what we did is to only
cover words that are within the training dataseinde achieving good system
performance as well as covering domain specificda.or

We modified our B-O-W model to only cater for wordgged as Nouns “NN”,
Adjectives “JJ”, and Adverbs “RB” as we believegbavords are the most important
in extracting sentiment clues. Furthermore, we red¢d our model to only
incorporate hapax legomenas, which are words t@traonly once within a body of
text. For example, a phrase “as good as it getBbeirepresented by {“good”, “it”,
“gets}.
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Lemma vs. Unigram. Unigrams are represented by any individual wordsain
sentence. Lemma on the other hand represents dswror instance, a unigram
“entertaining” has a lemma of “entertain”. Lemmastdl a unigram in a sense that it
is still represented as a singular word but itnisaot form. Unigram is a specialized
manner of a lemma because it includes words tkaingpast tense, present tense and
future tense. Therefore, the number of featuresifiigram is a lot more compared to
lemma. Lemma can be extracted from a unigram udiogd Sense Disambiguation
(WSD) and WordNet lexicon; however we have not aDAfBodule, so we assume
that among lemma candidates for a given unigramstiortest length lemma is the
ideal choice. We conduct experiments with resultthe following chapter to find out
whether unigrams or lemmas perform better in sanitrdetection.

3.2 Compositional Semantics

The main logic here is to extract the correct meguar phrase from a given sentence
using grammar rules, and analyzing the manner athlwiparts of a sentence is
combined. Our semantic module is still in earlygstaf implementation and can be
considered naive because it does not fully coverdhtire linguistic formalities.
However, the addition of these rules has helpedease the sentiment detection
accuracy. Based on experiments conducted with atfu¢ semantic rules, we found
that there is an increment in accuracy when rulesevapplied. On a test of 550
sentences using hybrid machine learning and lemwithput rules, an accuracy of
79.1% was achieved. With rules however, the acguiacreased up to 84.3%.
Similarly, on a test with 1000 sentences, withails we achieved 76.5% while with
rules an accuracy of 81.4% was as result. Amonigioerules or formalities covered
by the module are Negation, and Conjunctions.

Handling Negation. Negation can overturn sentiment polarity of featwerds
especially when using unigrams. This can indireefffigct the polarity of an entire
sentence. At feature (word) level, if a negatiodesected, “NOT_" will be appended
as prefix to the feature. To determine whethemtufe word is negated, an automated
method is performed that would move in reverse friti@ feature position. The
process will move backwards in search of negatigyérs. The process is similar to
that performed by [9] and [5]. The list of suppdrteegation includes adverbs features
such as “not”, “barely”, “hardly”, “rarely”, etc. tBer negations from different Part-
Of-Speech tags and phrases such as “lacks in"agksl of” will be replaced as “not”
in pre-processing.

The manner, of which the backward search is peddinis by searching for
negation triggers until it comes across a stoptpoif stop point comes from the
presence of a backward Noun, Verb, or Adjectivee Binly exception here is for
Adjectives, where a stop point of a backward Verlghored. Other backward tagged
features such as Determiners and Pronouns areonsidered stopping points so the
algorithm will continue searching for triggers. Agation will negate itself if there is
any overlap. Sample of the negation algorithms waide shown in Table 1.
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Table 1.Negation Case Samples

Sentence Inpu Negation Output

That/NN is/VB/ not/RB a/DT bad/JJThat/NN is/VB NOT_bad/JJ thing/NN
thing/NN
The/DT movie/NN does/VBZ not/RB The/DT movie/NN does/VBZ
seem/VB entertaining/JJ NOT_seem/VB NOT_entertaining/JJ

Conjunction Rules. Conjunction, similar to negation plays an importaale in
determining a sentence sentiment. Where negatioroie involved in the polarity of
individual words, conjunction directly relates twetpolarity of the entire sentence.
Therefore, it is important to implement conjunctianies to determine the exact
meaning of statements expressed by the writer. UbDotipns that we detect include
“but”, “although”, “however”, “while”, etc. Some dhe applied conjunction rules are
shown in Table 2.

Table 2. Conjunction Rule Case

Rule Explanation

(1) “but” Conjunction
(phrase A ... but. .. phrase B)
Example: (The story was alright) but (the acting wa terrible.)
If (phrase B < length threshold) :
Analyze and reverse polarity of phrase A for secgesentiment
Else :
Cut Off phrase A and analyze phrase B for senteanément

Similar algorithm applies to “however” conjunction.
(2) “although Conjunction
(although . . . phrase A , phrase B)
Example: although (the acting was good), (the storwas terrible.)
Cut off phrase A and analyze phrase B for senteengément

(phrase A . . ., although . .. phrase B, phrasg)
Example: (the movie was great), although (it coultbe better), (I really enjoyed

it.)
Cut off phrase B and analyze phrase A + C for smteentiment

Similar algorithm applies to “despite”, “while”, fbugh” conjunctions.

It is important to note that some conjunction tabgerds when paired with other
words such as “anything but” does not trigger amrtrn of polarity within a
sentence. For instance, “the movie is anythingdgndd” means “the movie is not
good”. There is no switch in polarity within thensence. Such situations are treated
before the conjunction rules are applied. Phraiges“anything but” is replace by
“not”, “not only . . . but also” is replaced to “n@nly . . . “but_also” with underscore,
so the detection of the negation “not” and conjiomctbut” is nullified.
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3.3 Machine Learning Classification

This section carries discussion on the methodsipérvised learning that will be part
of the sentiment classification. First is Maxent;lassification technique that takes
into account as much feature uncertainty as passiliie other supervised learning
algorithm used for experimenting and testing puegds SVM that draws conclusion
from training inputs through the usage of n-dimendiyper plane modelling.

Maximum Entropy Classification. Maximum Entropy, Maxent, is a probability
distribution machine learning algorithm. The praligb as always returns a
distributional range of 0 to 1. Biasness is redusdtn using maximum entropy
because the algorithm takes into account all maahancertainty. The algorithm is
also flexible to adapt to various constraints. W&e wentropy to estimate the
probability of a sentence as positive or negatigatiment. We focus on using
maximum entropy to learn the conditional distribatpattern from labelled training
data sentences.

Using only maximum entropy, we have to manuallyc#fgea probability threshold
limit that will distinguish two sentiment polaritglasses: positive / negative. We
assume that if the probability output < 0.5 thalingentence is negative in sentiment,
whereas if the probability output >= 0.5, the inméntence portrays a positive
sentiment.

The features for the entropy model, as mentioned, imdividual words. An
entropy event consists of a sentence that hasturésadepending on n-number of
words. Maximum Entropy works on an independent mg$ion on variables so
words can be easily added as features without vabrigature overlapping.

The sentence events within the training data aggetd as positive or negative
respectively so that the algorithm can learn frdra features and draw its own
conclusions. It is important to note that we do me¢ recall on our testing data. The
version of maximum entropy that we used for ouregxpent comes from openNLP
SharpEntropy.

Maximum Entropy Classification + Support Vector Machine (SVM). In this
section, we explain the use of two classificatioigires together as a hybrid. The
works of the maximum entropy are as explained abdVe will experiment the
presence of Support Vector Machine (SVM) combinéth ¥ihe entropy probability to
see if the sentiment detection performance is ingo

SVM is a classification technique using kernel gisal and Gaussian analysis. It
is supervised learning method that will be applieclassify sentences. The SVM
algorithm is based on the statistical learning thewhile entropy is based on
probability learning theory. Many experiment wogkech as from [12] and [14] show
that SVM combined with unigram perform the best.

We extend the usage of SVM together with the egtmpbability to classify the
sentences as positive or negative. The probakilifput from the entropy model
would be fed into SVM as a feature to predict ihalfsentiment of the sentence. We
realise that many input sentences that consisbtbf fpositive and negative words tend
to sit in the middle probability range of 0.45 5%. Sitting in this range, it is difficult
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to completely determine what polarity the sentquargrays. Therefore we pass on the
entropy training probability values into SVM, sathit will draw a better segregation
on sentences that lie within the 0.45 — 0.55 raWfe. specify proper training
parameters for SVM for modelling that will be expled in section 4.

4 Experiment

We evaluated the accuracy for movie reviews usiegr@parative analyses: unigram
vs. lemma, entropy vs. entropy SVM. Entropy SVM ita$y means a hybrid

classification using both Maxent and SVM. We wolike to see whether the
combination of SVM together with Maxent raises therformance of sentiment
detection. The entropy model is used in all expenintases.

Lemma as mentioned is the root word for a spedaifigram. In one test case, we
replace the unigram features with lemma. Lemmaiseved using P-O-S tag and
WordNet lexicon. For syntax tagging and tokenizative used the open source
module openNLP. For entropy, Sharp Entropy thirdypenodelling was used. The
version of SVM comes from libSVM.

For training, the movie review sentence datasetfi©@ornell University NLP
section was utilized, while, for testing, we matyalathered sentences from IMDB
and Rotten Tomatoes. There are 2 test sets, aabf00 sentences as set A and
2000 sentences as set B. Each test set consiguaf emounts of positive and
negative sentiment sentences.

Without SVM, we manually set the entropy threshtwd0.5 for discriminating
positive and negative sentences. With SVM howewer simply pass in the bulk of
training probabilities into the engine so thatahdind its own discriminate. For SVM
training, libSVM cost is set as 128 and gamma as 2.

4.1 Experiment: Unigram vs. Lemma

In this experiment, we compare the usage of unideatures and lemma features to
see which returns better performance. We will tiesse features with and without the
presence of SVM to get a better understandingeofébults.

4.2 Experiment: Entropy vs. Entropy SVM

In this section, we will experiment whether the iidd of SVM to create a hybrid
model increases the performance of sentiment datectvithout SVM, an input
sentence will be formatted and passed into th@pytmodel. The entropy model will
be manually set to discriminate >= 0.5 probabidiypositive and < 0.5 as negative.
With SVM however, the discriminate settings neetl @ given as the SVM engine
will deduce it's on discriminative value.
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5 Result

Table 3 and 4 below shows the sentiment precigenlts acquired from the two test
sets. Results are expressed as percentage of senteassified correctly. Accuracy
of lemma vs. unigram features and also on the pptemd hybrid classification
engine (entropy SVM) is shown.

Table 3.(Set A) 1100 Test Sentences for Lemma and Unigram

I Feature Lemma Unigram
Classifier
Entropy 83.6% 81.5%
Entropy SVM 84.% 82.0%

Table 4.(Set B) 2000 Test Sentences for Lemma and Unigram

pr Feature Lemma Unigram
Classifier
Entropy 81.1% 80.1%
Entropy SVM 81.4% 80.3%

From the results seen above, we can conclude ¢han& performs better than
unigram in sentiment performance as also claimefllBy There is also an increase
in sentiment accuracy if not minor, with the impkatation of a hybrid model of
entropy and SVM. Using SVM to deduce a thresholdesdor entropy probabilities
works better than setting a manual hand coded value

6 Discussion

From the experiment results show in section 5s iprioven that lemma along with
entropy SVM provide the best performance for semtitndetection. Most current
research such as from [5], [9], [13], [16] havedisaigram as their main feature for
supervised learning but our experiments have sttbatnlemma provides a credible if
not better solution as a feature. Lemma, as mesdiotransforms words from their
past, present, future tenses back into their geneoa form. We believe that lemma
performs better than unigram because it increasedibiity while significantly
reducing the number of Bag-Of-Words features. lasireg credibility of features
allows the supervised learning algorithm to drattdseconclusions.

The presence of SVM to support Maxent has resuitedbetter accuracy in
sentiment detection. This proves that SVM does helpsolving the entropy
probability issue of sentences that lie in the eanf0.45 — 0.55. Setting a manual
threshold without SVM is not as good compared fogia hybrid of both, although it
can be said that the difference is not very sigaift (less than 1%). However, it is an
improvement nevertheless.
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The addition of linguistic rules is vital in getjrgood performances on sentiment
detection. The rules that we added as pre-proaeasiincreased the overall detection
of up to 5%. We can assume that if more linguigties are added, the better the
performance will be. However, as mentioned by Gh@iardie [4], the idea should be
allowing the system to learn the rules by itselihngdearning techniques. When a
system has learnt most, if not all linguistic ruldstecting sentiment should not be
very difficult thereafter. This is the approach weuld like to take on as future
enhancement along with the addition of WSD.

Word Sense Disambiguation (WSD) is important egtigcivhen using words as
features. It is important to know exactly what ardvaneans. Especially if a word is
subjective, we hypothesize that removing it befpre-processing would result in
better performance for sentiment detection. Acewydb Rentoumi [17], a word with
its literal meaning is more subjective compared whesed metaphorically. For
instance, “he is such an animal”, the word “animfadte does not refer to the literal
meaning of creatures, but more metaphorically lsital person. So providing a bias
consideration on words that are used as metaphgtg mcrease sentiment detection,
especially in opinion reviews. These are all warlpfogress for enhancements.

We would also be branching into much semantic wiarlorder to retrieve the
subject of the sentiment. Determining sentimemioisenough unless there is a subject
of which it belongs to. For example, “John did adl his exams”, can be easily seen
as a negative sentiment; however the sentimenicheudirected towards the subject
“John”. This requires further involvement in othNiP areas such as Anaphora
Resolution, Entity Name Recognition, etc.

7 Conclusion

In this paper, we present a method of classifygmgiment using a hybrid supervised
learning model; Maxent with SVM. We also worked osing lemma instead of
unigrams for features and that showed encouragisglts. Addition of linguistic
rules before pre-processing also demonstrated iwedlentiment performance. Our
future work as mentioned in section 6, include weedse disambiguation, anaphora
resolution, subject / object detection, and emtityne recognition. These will allow us
to not only detect sentiment, but to provide arriiaice for portraying sentiments to
their subjects.

Our approach will be on developing domain speai&atiment engines. Examples
of domains include movies, politics, finance, @Woving from general sentiment
analysis into domain based analysis will removeot df misunderstanding of
meaning. For example, “sinful” chocolate cake (o actually a good thing but
“sinful” in the domain of politics indicates negati Many adjective and verbs that
mean positive sentiment for movies and restaunamatg prove to be negative when
used upon say, finance or political sentences. @ieve this direction of research
will lead us to promising results in the area aftseent analysis.
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Abstract: In modern organisational structures knowledge memeent
practices consist of knowledge generation, capsiraring and application. The
organisations emphasize on codification and doctatien of implicit
knowledge and transform it to explicit form. Indigels communities however
have much less codified knowledge relying mainlyooal and tacit form. The
communities have their own processes of storagesrdging, sharing and
applying knowledge which is different from knowledmanagement processes
of corporations and research organizations dukg®tal and tacit structures of
these processes. In this paper we present a moddbrimulating strategic
directions for an indigenous knowledge managemgstem. We have designed
a knowledge management assessment tool for Indigendnowledge
Management Systems (IKMS) which has been testednote community in
Bario, Sarawak. On the bases of our assessmekMS,| community capacity
and resources, we have developed a strategic majKféS in Bario. This
work serves as an extension to the previous litezain designing the Balanced
Scorecard for IKMS.

Keywords: Indigenous Knowledge, Balanced Scorecard, Indigeno
Knowledge Management System, Traditional Knowledge.

1 Introduction

In existing literature, the term indigenous knowvged traditional knowledge,
traditional ecological knowledge, local knowledgexda indigenous technical
knowledge are used interchangeably. In additiomesof the commonly asserted
characteristics of indigenous knowledge includefttiewing: it is generated within
communities; it is location and cultural specificis a basis for decision making and
survival strategies; [generally] it is not systeitalty documented, it covers critical
[issues: such as] primary production, human andnahilife, natural resources
management[;] it is dynamic and based on innovati@daptation and
experimentation, and it is oral and rural in natiife Indigenous knowledge, which
has generally been passed from generation to g@wreray word of mouth, is in
danger of being lost unless it is formally docureenénd preserved [2]. The rapid
change in the way of life of indigenous people laagely accounted for the loss of
Indigenous Knowledge (IK). Younger generations ugsdiémate the utility of
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indigenous knowledge systems (IKS) because ofrtfheence of modern technology
and education [3]. Over the last two decades thase been a great increase in
interest in Indigenous Knowledge (IK) from a vayiebf groups including
development agencies, researchers, governmentsoapdrate world. An increasing
number of cultural heritage institutions in the tees world are exploring digitisation
as a means of preservation and/or improving aceesbt knowledge of their
collections. The World Bank’s ‘Indigenous Knowledfgg Development Program’
[4] and UNESCO's ‘Best practices on Indigenous Klealge’ [5] are the examples.
These initiatives are focusing on creation of dasak of indigenous knowledge in the
same systematic way as western knowledge. In &w®; the objective of databases is
typically twofold. They are intended to protectigehous knowledge in the face of
myriad pressures that are undermining the conditiorder which indigenous people
and knowledge thrive. Second, they aim to collegt analyse the available
information, and identify specific features thahdae generalised and applied more
widely in the service of more effective developmantl environmental conservation
[6]. So these organisations focused on IK as ausogd facts rather than IK as a
system. IK as a system has a much broader undéirsganf Indigenous people as
they place themselves in relation to the envirortnierwhich they live. Dr. Gada
Kadoda while addressing the Unisa community duihg 2010 CSET African
Scholar Programme highlighted the issue of the latkindigenous knowledge
systems theories written for research purposes.afiled that, “In creating a shift
from the reliance on the Western knowledge systemthe indigenous knowledge
systems, we have to start from what we do not hggje”

On the basis of the current debate between IK gausof fact and IK as a system
our main research questions are, Is there any irexidKMS in indigenous
communities? And if ‘yes’; How the IKMS deal witltheé community knowledge
assets? This research is limited to the first goresiWWe developed the assessment
tool for IKMS and proposed methods for assessméntommunity capacities,
resources and skill. The strategic direction anatejic map is based on the results of
the assessments using these tools.

2 From Assessment of IKMS towards Strategic Direabn: The
proposed model

2.1 Assessment of indigenous knowledge managemsystem

Bukowitz and Williams suggested a knowledge managerdiagnostic (KMD) tool
to gauge the KM efforts of an ordinary business @asgtarch organisation according
to the knowledge management process oriented nifelt is based on the “KM
Process Framework”, which consists of seven KM viais get, use, learn,
contribute, assess, build/sustain, and divest Fagé). The four activities “get, use,
learn and contribute” designate the daily routmeealing with knowledge. The other
three activities “assess, build/sustain and dives# attributed to the strategic
planning of the organisations’ knowledge managemi§MD tool is used in many
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studies to learn about the KM efforts of an orgaiiis, also when these efforts were
not called “KM” [9]. This is one of the attractiorfer selecting this tool in our
research. The indigenous communities don't refairtlactivities as knowledge
management practices but they have a very strostgrayof transferring knowledge
from one generation to another. Ruddle (1993) é@xadanthe traditional ecological
knowledge for sites in Venezuela and Polynesiaektemined that by the age of 14,
children were competent in household tasks, -ctitima (plant identification,
harvesting), seed selection, weeding, animal huklyafishing and hunting [10]. The
original KMD contains 140 questions, 20 questiamseach of the seven knowledge
management processes. The respondents are exfiectembse from three options of
whether the statement is strongly, moderately oraklye descriptive of the
organisation. The more strongly the statementiénsection are descriptive of the
organisation, the higher is the score. For calmdahe score, the following formula
is used as described by Bukowitz and Williams forowledge management
diagnostic (KMD);

Number of S responses which stands for strong3$Ax(A represent the result
after multiplication)

Number of M responses which stands for Medium: BB (B represent the
result after multiplication)

Number of W responses which stands for weak: W@ (& represent the result
after multiplication)

Number of Ms: M x 2=B (B represent the result aftedtiplication, M for
Moderate)

Number of Ws: W x 1=C (C represent the result afteltiplication, W for
Weak)

Accumulated Point Score=Z (Z represents the regut+B+C)

Maximum total point score=12

Percentage score= () % of each section

When this tool is applied in researches conductedeveloping countries, the
researchers found that the KMD was based on seassalmptions that might not
necessarily be relevant due to the nature of thrgjanisations and structures. Many
guestions were left unanswered, especially in thetegjic processes of assess, build
and sustain, and divest. As a result of this figdiie researchers decided to modify
the original KMD using the response rates to edcth@ questions and whether the
guestion could be considered relevant to reseamganisations [9]. The indigenous
communities also faced the problem of lack of pragpricture in terms of knowledge
management. No single person or group was expliagsigned to be responsible for
enhancing and supporting knowledge managementitasiwithin the community.
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On top of that large numbers of knowledge asset@naracit and implicit form. So we
also modified the standard KMD and combined theeselM processes in three
categories knowledge utilization (Use, get and rionte), knowledge accumulation
(learn, assess and update), knowledge construdtioid, divest and innovation)

(Fig.2).

knowledge knowledge
construction wlilizatinn
(build, (Use, pet
divest and and

innovation ontribute)

Fig. 1. Bukowitz & Williams KM process model. Fig. 2. Proposed IKMS process model.

2.1.1 Research Method

We carried out our study in Bario in a remote r@@nmunity, located on the island
of Borneo, close to the border between Kalimantah $arawak, Malaysia. Flying to
Bario, is the only practical way to get there. Toad to Bario has been recently
completed and it is 14 hour bone shaking ride byaetounts to the nearest town
Miri. Bario comprises of 12 longhouses with a pepian of around 1,000 people.
The majority of people are Kelabits, one of the lfgst ethnic groups in Sarawak,
and are mainly farmers. Bario was selected becalige geographical isolation and
the progressive nature of the community. The Kédatdi Bario generate income from
fragrant Bario rice, tourism and Homestay programs.

For assessment of each of the KM processes, wetegle set of variables.
Standard forms of variables do not always accuwrateflect the situation of
indigenous communities, particularly as resourcesiatellectual property are shared
commodity. So the variables [need to] be modifiadte base of indigenous peoples’
inherent values, traditions, languages, and taditi orders/systems, including laws,
governance, lands, economies etc [11].

From KMD tool we selected the questions relatingotw variables and where
necessary, modifying the tool accordingly. In resmm of each question the
community shared their experience of managing ttwliective knowledge. Snowball
sampling was used to recruit subjects for thisystud

Fifteen respondents from Bario were selected froifferént indigenous
communities of Bario. The respondents include fasmeeligious leaders, school
teachers, tourist guides, members of community cibu@JKK), and women
entrepreneurs our results (Table 1.) are based fm responses of our
subjects/respondents.
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Table 3. The results of IKMS assesment from Bario

N . Strong/Mod
0. Variable. erate/Weak
Section - knowledge utilization (Use, get and contribute

1 | Community recognition of required knowledge. Weak

2 | Have recognition to individual and collectiyeModerate
knowledge.

3 | Have well established practices of stakeholdevgeak
involvement in decision making.

4 | Collaborate with other communities and governmenteak
for development.

5 | Participate in strategic networks and partnesship | Strong

Section 2- knowledge accumulation (learn, assessdampdate)

6 | Have mechanism for sharing knowledge. Weak

7 | Use external knowledge. Strong

8 | Protection of knowledge assets. Weak

9 | Acceptance to new technologies Strong

1 | Have recognition of knowledgebase as asset Strong

0

Section 3- knowledge construction (build, divest ahinnovation)

1 | Community supports new technologies. Strong

1

1 | Community Promote s team building and graouptrong

2 | activities for mutual learning.

1 | Acknowledgment to individual contributions. Weak

3

1 | Have ability to outsource skills and expertise. Weak

4

1 | Participation in research groups for acquiring rlewWeak

5 | knowledge.

From the survey results (table 1), the gaps weestified in sub domains of
indigenous knowledge management processes for anie Bommunity. The results
show that the Bario community has systems for timkedge management although
some of the features were found to be weak andede@oprovements. So instead of
looking only at indigenous knowledge as corpus auft fwe evaluated the existing
systems of knowledge management in these commeiritid subsequently explored
interventions and strategic directions for streegthg the weak components.
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2.2 Exploring community capacity and resources

While formulating the strategic direction for a acommity, the focus should not be
limited to the assessment of IKMS. The other factirat need to be taken into
consideration include the capacity of the commuaityl available resources. The
community capacity [represents] the combined imfigee of a community’s
commitment, resources and skills that can be dedloy build on community
strengths and address community problems and apptes [12]. Capacity building
in this respect is not limited to economic develepirbut also offers a foundation for
making good decisions about the stewardship of giomés natural, human and
cultural resources, indicating the way of life dam maintained and improved over
time. In addition, the indigenous communities havelose relationship with the
environment, where they live in harmony with théunal resources. So in case of
formulating the strategic directions for indigendumwledge management it is very
much important to explore the currently availabksaurces and consequently
measure capacity of the community. We adopted $sessment method developed
by International Institute of Rural Reconstructifor exploring the resources and
measuring the capacity of the community in relationlK. Their manual outlines
more than 30 different recording and assessmertiadgtdrawn from participatory
appraisal, anthropological, sociological and comityuorganizing approaches [13].

2.3 Formulating the strategic directions for IKM in Bario

While formulating the strategic direction (Table #r IKMS in indigenous
community, we considered the KM processes idedtifiebe weak together with the
capacity of the community and resources. In thee c#sBario, we have already
assessed the IKMS situation with the help of KMDI tehere the results showed that
the knowledge utilization process needed more ftieeis followed by a focus on the
knowledge construction and knowledge accumulatimtgsses. Fig. 3 contains the
strategy map for IKMS in Bario. When we formulatbé strategic direction we noted
that the processes tend to be supporting each éthechieve the overall goal
“maximizing the benefits from indigenous knowledggsets”.

Table 4.Strategic Direction for IKMS in Bario

IKMS Processes Strategic Directions.

Knowledge « Identify knowledge gaps and address.

utilization (Use, ge{ « Develop collaborative decision making process.

and contribute) « Setting of common goals and objectives.

Knowledge * Focus on sustainable transfer of knowledge;
accumulation (learn, strengthen CoPs etc.

assess and update) | « Improve situational understanding.
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Knowledge » Recognition of individual role in IKMS.
construction  (build) « Develop partnerships.
divest and| « Leadership development.
innovation)
I |
IKMS 1 The Weak 1
_Processes | feawres _ __ _|_ _ _ _ _ _ _ - . —
R e R R
i i : Maximizing the benefits from :
X | | indigenous knowledge assets :
L e e e e e m = 1
' ' T
1 1
| Knowledge | I Focus on sustainab Improve situationa
Knowledge" sharing. 1 transfer of understanding.
accumulation | Protection of | knowledge;
(learn, assesk knowledge 1 | Strengthen CoPs ef.
.andupdate) |__ assets _ _ | Ie—————— —
1 1
I | t t t
1 Acknowledge 1
| mento |
1 |nd|V|%ua_I S Recognition Develop Leadershig
| gour{[sr;uurg?nns'l of individual | | partnerships{ | developmen
1 Participatiogr]]. 1]role in IKMS| skills.
KnowledgeI inresearch I
construction ! groups for !
(build, divest | acquiring |
and 1 new 1
_innovation) _|_ __ knowledge. | TP IR T —
1 Recognition 1
ol T T T
' knowledge.
I Collaborative |
. decision .
I making. | Identify Develop Setting of
. C_ollaboratlonl knowledge | [ collaborative common
| with other gaps and decision goals and
. g(r)]?munmes || address. making objectives.
Knowledge| government | process.
utilization 1 for 1
(Use, get and knowledge |
contribute) §ha_rin_g._ e e _

Fig 3. Strategy map for IKMS in Bario

17




3

Proceedings of the'®2Semantic Technology and Knowledge Engineering &emnice
28-30 July 2010, Kuching, Sarawak, Msia

Conclusion

It is an irrefutable fact that with the passagéime we are rapidly losing indigenous
knowledge, so while designing the development vetgtion we also need to focus on
indigenous system of managing the community’s kedgé. Thus far, as we are
successful in analysing the situation of IKMS ineamdigenous community. Our

fut

ure research includes the comparative studyhefgroposed tool and in carrying

out the interventions.
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Abstract. Sarawak Gazette has been used as a source afnoefein social
science research and is considered as one of thertemt repository of
Sarawak’s history, government and politics, peopfel their way of life,
landscape, flora and fauna. In order to preservs vhluable source of
information, the documents have been converteddigitized format. With the
digitized format, further work can be done in orderallow not only text
searches but also semantic searches. The objeofives study are to identify
structure features of the Sarawak Gazette anchtbdit whether the data can
be represented in the form of an ontology. Thislase by applying a text
mining approach that is used to extract knowledgmfthe digital archives and
to come out with a knowledge representation infthen of an ontology. This
paper reports the preliminary findings of the pcbjas well as the goals and
challenges.

Keywords: ontology, semantic, historical archives, digitathaves, cultural
heritage, and knowledge discovery.

1 Introduction

In this paper, we take the definition ofiltural heritageas national heritage or
heritage is the legacy of physical artifacts anthngible attributes of a group
or society that are inherited from past generafionaintained in the present and
bestowed for the benefit of future generations Ejcording to UNESCO [6], the

term “cultural heritage” covers several main categoof heritage which is tangible
cultural heritage which means movable cultural thge (paintings, sculptures,
coins, manuscripts, etc.), immovable cultural laget (monuments, archaeological
sites, and so on), underwater cultural heritagép@siecks, underwater ruins and
cities and so on) and intangible cultural heritégeal traditions, performing arts,

rituals, and so on). Cultural heritage also inclmd¢ural heritage (natural sites with
cultural aspects such as cultural landscapes, galysbiological or geological
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formations, and so on). The need for digital caltureritage resources is increasing
with the aim to manage, preserve and include mganithin the information.

As a result, digital libraries and web-based systaging semantic web technology
have been developed to meet this need. There leasrbsearch which has resulted in
systems of cultural heritage contents based otetttenologies of Semantic Web [2]
and [4].

Although the research in this area has been ddfferesht forms of ontological
systems have been used in different digital liesarDntology is defined as an explicit
specification of conceptualization [11]. Basicalliris definition is accepted as a
definition of what ontology is for the Artificiahtelligence research community. Our
intention is to preserve the documents, specificile Sarawak Gazette, provide
public access to the documents and also to allowdik searching and information
retrieval.

Sarawak Gazette has been used as a source ohcefénesocial science research
and is considered as one of the important repgsitbSarawak’s history, government
and politics, people and their way of life, landseaflora and fauna. It was first
published in August 1870. Its objectives of thisntinby articles were “to provide
those Europeans who reside at Outstations withiserstatements of official business
and other matters of public interest...”; and “tove@ as a recognized report of the
condition of the various residencies under the\BakaGovernment, in their relations
to the natives and to the trading interests whidstrof them possess, for circulation
in other countries and settlements.” [1].

Sarawak Gazette was crucial during the coloniaksims it actually study the
surrounding environment; social state, economy politics of the communities.
Besides that, the articles also consist of lawaudeér, conditions of life in the various
residencies or districts, ethnic relations, geneoahments on the country, landscape,
and social life [1]. Later, it became the annuaoré and reference for the colonial
administration. The gazette reflects different grats of administration from various
districts and residencies.

At present, the Sarawak Gazette is only kept atmtheeum in its original form,
and very few Sarawakians or Malaysians know thaavsak Gazette exists. Hence,
this paper describes the main goals and challenfethe exploratory study of
Sarawak Gazette, existing technologies, methodolagg results of the initial
preliminary work.

2 Related Work

There has been concern about digital preservatiothe library community for
many years [8], but a serious and active inteeeatrelatively recent phenomenon [9].
In 1996, the Commission on Preservation and Ac{€$3A) and the Research
Libraries Group (RLG) in the USA published a joneport onPreserving digital
information which identified problems, made recommendations sugfested areas
for further research [9].

Recently, libraries and museums are applying digigehnologies to make their
materials available and accessible via the Inteffte¢ aim is to facilitate automated
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information search and retrieval of these materiblistorical archives begin doing
similar digitization activities as well to providiexible options compared with the
paper-based form. The collections are even scdteverywhere, for example there
are some older issues are kept by the Sarawak Mys8arawak State Library
(Pustaka Sarawak) and even in the National LibodAustralia. Thus, it is difficult
to search for the required information. For examfdethe social scientists, searching
for information is tedious and time consuming ds thquires them to manually read
and search through the documents.

Some of these older issues are rather delicaterioetted and the public cannot
access them. Furthermore, these historical archteesain wealth of information
which is useful to social scientists (anthropoltgipolitical scientists, historians) but
the public should also need to be educated and kraken of their cultural heritage.
Hence, there is an urgent need to preserve anddpraecess not only to interested
researchers but as well to the public. Apart frdrat,t the experts from the social
scientists as well as from the languages could plagtal role on providing detail
information from the gazette. For example, somallecrds in those days might no
longer been used today or the word have been egphaith new spelling or word.

Therefore, this paper will look on the possibleutioh of preserving documents,
which involves using Sarawak Gazette and providiogess to the specific users and
the public and also quick searching and informatietrieval method. With the
digitised format, further work can be done in ord@rinclude meaning into these
archives. By providing meaning, the usability o ttigital libraries can be greatly
improved through the use of semantic techniques [7]

There are many digital libraries exists. For exantpe Greenstone Digital Library
software is to preserve the documents and alsad@@ccess to the public. This has
been implemented by the New Zealand digital libréay digital library which
digitized some of the copies in which that documeititbe published online and can
be downloaded by the public).

3 Explanatory Approach

There are 2 methods for this process, manual eiinathat involves human and
another involves semi-automated method using KAS&eral documents were used
(Sarawak Gazette articles) and extraction was dattethe aid of KAON. The output
of this stage is a recognized ontology and ontolmggtionships in the format of
XML.

From the original articles, the document needs ¢oréfined. This structure
corresponds closely to RDFS; the one exceptione®kplicit consideration of lexical
entries. The separation of concept reference andepbd denotation, which may be
easily expressed in RDF, allows providing very diorspecific ontology without
incurring an instantaneous conflict when mergingplmyy —a standard request in
the Semantic Web. In this section, we provide tetaf the digitization and pre-
processing process of the Sarawak Gazette.
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i) Text extraction

The digital archives were available in the form&tP®F files where each file
contains several pages (images not text). The Ifles were run through an Optical
Character Recognition (OCR) machine to extract stoded in TXT files. Once the
document has been converted into the desirableafo(K¥ML), the next process is
conducted. Generally, ontology are metadata adldetoalue of XML data by making
it easier to interpret the relationships within tteta. There is a way organizing XML
documents according to domain-specific ontologieith vibetter-chosen element
names. Nonetheless, it cannot be estimated thdbaliments for a given domain will
actually or directly respond to a standardized XBtthema for three reasons: 1)
author standardized terminology, 2) evolving ongas, and 3) overlapping domains
[13].

i) Ontology extraction

In this stage, the content checking of TXT filesl amecessary modifications are done
manually if there are any OCR errors. The entimwlogy which would create a new
sub-domain of the ontology is modeled. Thereby,ologly learning techniques
partially rely on given ontology parts [13].

i) Ontology encoding

There are differences between the semantic stescand metadata. In the structured
metadata, the metadata encoding will reflect tHfenitien structure, which means it
also indirectly reflects the semantic structuret th@fines the fields. For the
interoperability, the systems of structured metadiétat apply the well defined
encoding and directly reflect the semantic struectur

Moreover, Karlsruhe Ontology and Semantic Web fraoré& (KAON) is an open
source software and an ontology editor that suppaorttity extraction process. KAON
was used to create ontology to store the evergstiance future search options. The
ontology is encoded using KAON, an open source that provides services for
ontology and metadata management, as well asanesfneeded to create and access
Web-based semantic applications. KAON includes apmehensive tool suite
allowing easy ontology creation and managementadsw provides a framework for
building ontology-based applications. It builds awailable resources and provides
tools for the engineering, discovery, managemedt @esentation of ontology and
metadata [3].
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infarmation andd futir e prcosssaes

The rave doiuments are i sdbFornrat, digitizing process inyolvos process ike
OCFR and rvarual editing af the docomants,

Ontology Ortulogy macipulativninyokes comprarison of unlolegy, relationbeteeen
manipulation antology such as sub class of can be nsed e link <everal o tolngy thgether

Fig 2. Process flow of ontology construction and inforimaimanipulation

4 Challenges and Limitations

The approach was applied to the collections ofShmwak Gazette. The structures
features of the Sarawak Gazette were identifieghoat all articles have these four
parts such as “Header” title of the article, datd age number, “Body” that contains
the details of an issue and ordinance, “Appendind ‘dooter”.

Several challenges were faced when implementirsgstiidy and will be discussed
in the section below.

High OCR errors

Due to the high rate of OCR errors that is only 66886ognizable characters, 50
articles have been successfully ‘cleaned’ so farly@®@0% of these articles were
cleaned and 40% is only readable by human eyesabddly damaged. If the actual
article is not badly damaged, the process can ugk® 1 day per article (shown in
Fig.3).
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can be used as a Town Hall out of school time It iz decided that the Chines

Schoolmaster is to be of the Mandarin class which will be above all the sects in
country and this will prevent jealousy or any prejudice on the part of fathers againkt
sending their sons to be taught
Although the scheol will be principally for the education of Chinese scholars, we are of

opinion that comsiderable care should be taken in teaching the Malay slement. The
opinion gemerally expressed in books written about them is that there is little to be

Fig. 3. Sample of original scanned image and digitizedidemt.

Spelling changes, obsolete names, grammatical ®rror

Problems in spellings especially the words usethén1800s and early 1900s where
there are variations of spellings were faced bgassher and this again has delayed
the time of preparing the desirable format datariple, such as the word “dyak” is

similar with the new word “dayak”.
Another challenge is obsolete names, for examplla@e named “Simanggang” is

no longer exists but now is known as “Sri Aman”.
In order to accommodate for this phenomenon, peaseseed to develop a lexicon

based on the old terms used from existing resouraeks or to extract automatically
using named-entity recognition approaches.

5 On-going Work

Another way to organize the collections is basedhase three concepts which are
“Issues” that covers public announcements and Grdepcation” and also “Time

Line” or Year. There were also other problems entened such as creating relevant
scenarios or in other words what user wants to kaoanalyze from a social science
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perspective or other perspectives as well. Forxample, whether a murder occurred
in a place named Sarikei is related with anotherdewin other location in that
period.

Also, the first occurrence of the word say Dyaktle Sarawak Gazette would
indicate the existence of such natives. The lonaibthis instance also indicates the
first time the government recognizes the ethniaugraand future occurrences and
locations can be tagged to identify the migratiattgrns /distribution of the ethnic
groups.

Summary of the event ontology as triples:
Ragum killed Lim Ong

Lim Ong locared in Sarikei

Murder occurred at Sarikei

Ragum caused by Lunacy

Ragum will be given extreme penalty

Your Highness that on the evening of
Sunday, the rd ultimo, 3 Nyelong

Dyak nawed Ragwn killed a Chinaman
at Sankel mamed Lim Omg (olios
Nyamok) under the following somewhat
enracrdinaryrirumstances

Lim Ong was seated in his shop at 7
P counting out ionsy, when witheut
any wamming. and apparently Do
premeditation’, Ragum who had for
some hours previously been in and out of
the shop, drew hiz parang and cut down
Lim Ong, and alto ceversly wounded
apother Chmaman in the shop named
Uh ah Kah, olios Baran, who tned to

interfere,

Ragum then ran away to the jungle.
Pengerau Eadir (Tansh Kampong of
Sarikei) and Penghulu Ampalieng were
‘Thowever cent after him and brought him
‘to Sibu on the 26¢th ultimo. On the 20th
Reigumm was mrrsigoed in the Court bere
on the charge of murder. In kis ovn
defence be was only sble t make &
rambling and incoherent statement. He
appars to be cuffering from come form

FRIDAY, JANUARY % 1903,

trosble Be was knovn formerly to be
cufering from sowe form of luascy and
was put by his friends (they wese called)
in the hands of 2 medome man
Manangs whois- Supposed to bave
cured bim

Ttic certain that the prizener had not
quamrelled with the decessed aad w0
reazon whatever can be assigned for his
rach act. The Dyaks (who bave many
theories comcerning  demomclogy in
comanon with more civlized nations) are
convinged that the eril cpirit which waz
cast out by the Mamang has now
rerurmed to torment the unfortunste
.

After-summing up what litde evidence
there was in the case, the pricener (who
appeared to take but linle interest in
the proceedings of the Court) wa:
warnad that be was guilty of the rurder
of the deceased and had therefore
vendered himself liable 1o the extreme
penalty of the Law, but that whether on
accoust of lus apparent insamity he
might expect 8 reprieve would be a
muarter for Your Highness' consideration

H F.DESHON,
Resident of the 3rd Division

of insanity, and on enquary 1 find chat
althaugh he has of lace years given po

Fig 4. Sample event’s result using KAON

6 Conclusion & Future Work

This exploratory study has shown that there aresipiiies to have semantically
related data within the historical archives. Udese interventions in this case, social
scientists are needed to identify relevant sceaamal interactions.

There are a lot of technologies for ontology busstraf it had to be bought to use
it. Nonetheless, the limitation about this is that much ontology editor support
semi-auto ontology building, as 3rd party inforroatis needed as well.

The objective of this paper was to do exploratdndg of the Sarawak Gazette
which involves preserving the documents and prosiceess to the public. This can
be done through the explicit specification of cqutoalization — ontology- to quick
searching and information retrieval method aboua®ak Gazette. The first result of
the exploratory study has shown that there areilpbss to have semantically
related data within the historical archives. lbatan be use to build the ontology and
extract relevant relationships. User close inteiiges in this case, social scientists
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are needed to identify relevant scenarios andaot@ns. More tools are required to
process text—named entity relationship. Building tntology requires effort and
validation. Expert refinement from the social stigs will be beneficial to identify
possible linkages and to solve the problem in cante
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Abstract. Semantic Text Understanding involves linguisticsdéd processing
of text and transforming it into a conceptual reprgation of its meaning. In
this paper, we introduce a potential system fortTérderstanding that is
highly scalable that takes as input unstructuretl aed produces conceptual
graph representation of its meaning. Several @xgets were conducted to
gain explanatory insights into its scalability apdrformance. Varied test
scenarios and configuration setups were experimdenfEhrough these
experiments we will demonstrate how the configomratf the system deployed
affect the scalability and performance.

Keywords: Semantic Text Understanding system, Natural Larg@agcessor,
Semantic Text Interpreter.

1 Introduction

Statically-orientated linguistic text processingsHaeen studied in the Information
Retrieval (IR) field for some time. The developmenit fast algorithms for text
processing is critical in helping a user locatevaht materials among the retrieved
documents as quickly as possible. Extracting aabtm insight from large highly
dimensional data sets, and its use for more effectecision-making, has become a
pervasive problem across many fields in researchirmaustry. When the amount of
data increases, both in terms of size and dimessibiis becoming harder to make
accurate interpretations while retaining the maattdires of the data. In the real
world, many information retrieval tasks are difficubecause of high data
dimensionality and the lack of annotated examptefrain the retrieval algorithm,
thus resulting in the performance of IR algorithoften unsatisfactory.

In recent years, much effort is focused in web ngriand text mining, especially
for Information Gathering, Intelligence Managemantl Information Consolidation
initiatives. Much of these work is focused on m@imnstructured text, be it on the
web or otherwise. Producing the semantic representaf the unstructured text is
the goal of these initiatives. To this end, expliciowledge representation formalism
is essential. One such representation formalisf@dsceptual Graphs [2]. It is a
knowledge representation formalism based on Sembletiworks and the Existential
Graphs of C. S. Peirce. There are many recent d@wvents in semantic
representation formalisms. Among them include RR®|,| RDF-S [30], and OWL
[31].
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The ability to represent the semantic of the texbmly one of the aspects of
Semantic Text Understanding System (STUS). The roastial aspect of such a
system is the algorithm for processing these seeteand producing corresponding
conceptual structures. Further to that is the dspfescalability and performance. In
this paper, we focus our attention to the scalgtaind performance of such a system.
To this end, this paper is outlined as follows.t®ec2 describes related work on
Natural Language Processing; Section 3 introdubesatchitecture of the STUS,
while Section 4 describes the Graphical User latarf(GUI). In Section 5, we will
outline the systems configurations for the expenitseo be conducted, while in
Section 6 we discuss the results from these expatsnFinally, Section 7 concludes
this paper by overall outcome, and discusses fuasearch directions.

2 Related Work

Many studies have been carried out in the fieldNafural Language Processing
(NLP), especially in the aspects of text understapdWe focus our review on
systems that utilizes conceptual graphs as its kettye representation scheme [1, 9,
10, 12]. The initiative by Hensman [10] utilizescambination of syntactic and
semantic information from WordNet [22] and VerbN28]. The system utilizes a
labeling algorithm to annotate semantic roles seatence before conceptual graph
representation are generate. On the other handhitlative by Boytcheva et al. [11]
resulted in a system called CGExtract that utiliaesomponent names Parasite [25]
which performs the morphological, syntactic and aetic analysis of the input
sentence. The effort by Petermann [12] implemenéed NLP system called
CoKEMan to analyze and process a collection ofreefee manuals into conceptual
graph representation by using both syntactic anthetic processing.

Extracting meaningful information from unstructutedt is the essential challenge
addressed by most of these initiatives. In devalpphese systems, the researchers
have addressed several computational linguisticllestges including lexical,
morphological, syntax and semantic processing. Whlealing with semantic
processing, there are several fundamental chakengenong them include the
coverage of the knowledge based used by the syBterprocessing the “text”,
limitations on the algorithms and rules for conéhugtthe semantic processing, and
the knowledge representation scheme used. In giawewe focused on systems that
utilized conceptual graphs as their knowledge rrEtion scheme. To build a Text
Processing system based on conceptual graph, Wweegilire a system (can also be a
library of a Software Development Kit) that is widnable us to represent and
manipulate knowledge in the form of conceptual gsaprhere already exist several
such tools within the research community. Amongntirclude Extendible Graph
Processor [18], PROLOG-CG [13], Notio [14], Aminks], CGKEE [16], CharGer
[17, 21], Cogitant [19] and CGPro [20]. All thesgistems are focused on
implementation of various algorithms for graph rpamétions (e.g., join, maximal
join, projection, etc.). Some efforts were directm visual editors, and liner
representation of conceptual graphs. To-date, tiemeo commercially available
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Conceptual Graph Processor or Edittn addition, none of the above listed system
has an efficient graphs storage and retrieval neéshra To our knowledge, none of
them are of commercial strength. Also, none thushtae been demonstrated the
ability to efficiently handle billions of graphs fere real world applications,
particularly in the Semantic Web require systemththese capabilities). These are
challenges to overcome to secure large scale corraheadoption of conceptual
graphs.

All the text processing systems we reviewed abogea@used on algorithms and
rules associated to generating semantic repreg@ntaftthe meaning of the “text” in
conceptual graphs. None are focused on scalabiétexnture to produce ultra high
performance. Scalability still remains a challeriigat needs to be resolved. In the
following section, we will describe the architeaurof the Semantic Text
Understanding System (STUS), which is designed eikiremely high degree of
scalability and performance.

3 Architecture Overview

The STUS is implemented using the Semantic TeclgyoRiatform (STP) that was
developed. The STP contains a large number of webeg enabled components,
plug-ins and tools that can be utilized to deploptssticated applications in a Service
Oriented Architecture (SOA) environment [27]. Wekr8ce is enabled via SOAP
[28]. Fig. 1 depicts the architecture of the STUBIs system is designed to be used
by many people on the web. The Graphical User faxter(GUI) developed for this
system is written in Java Swing thus it is execletéftom the web browsers.

Teat Uniderstanding GUI g

COGML
Suppont File

—

User —‘5
BCS
Suppont Fila

Fig. 1. Architecture of the Semantic Text Understandingt&ys
© 2009-2010 MIMOS Berhad. All Rights Reserved.

1 FDGP provides a full analysis of texts by showihmyv words and concepts relate to each
other in sentences for analytic applications toeustand text beyond the level of words,
phrases and entities: also their interrelationsci{sws events, actions, states and
circumstances) that constitute the "story" of i {8].
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As shown in Fig. 1, there are 6 different composersted to configure the STUS.
They are: Delegator, Authenticator, Look-Up Serwdatural Language Processor
(NLP), FDG Parser (FDGP), and Semantic Text Inttgsr (STI). Delegator is
responsible for handling incoming request from aentitated clients, identifying
corresponding free components that can respondeoréquest, and sending the
request to the designated component. Authenticat@sponsible for performing the
authentication of a client. The Look-Up Server isere all instances of each type of
components are registered. It maintains the stafusach of the components that
make up the application. The NLP component is nesibte for accepting an
incoming “text”, finding a freely available FDGPergling the “text” to the FDGP,
collecting the output of the FDGP, then findingreefy available STI and passing
output of the FDGP to the STI, collecting the owtpfithe STI (a set of conceptual
graphs), and finally sending these graphs to tHeda¢or, who will then pass it to the
client that initially sent the “text”. The Client pblication will then display the
received conceptual graph in linear form. The FB@Presponsible to perform
syntactic analysis on incoming “text” and produayritax structures”. The STI is
responsible to performing semantic analysis onithkeming “syntax structure” and
produce one or more “semantic representation”. s tcase the semantic
representation is in the form of Conceptual Graphg. 2 depicts the interactions
between these components as described above.

Sutherticator |
Delegsatar |

()

Fig 2. Interactions between components in the STUS
© 2009-2010 MIMOS Berhad. All Rights Reserved.

FDis Parser (FOGP) |

Text Understanding GUI E|

Natural Languace Y
Processor (MLP)

Uszer
Semantic Text Y

Interpreter (STI)

2 FDGP provides a full analysis of texts by showhmyv words and concepts relate to each
other in sentences for analytic applications toeustand text beyond the level of words,
phrases and entities: also their interrelationsci{sws events, actions, states and
circumstances) that constitute the "story" of i {8].
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4 Graphical User Interface

The GUI for the STUS, as depicted in Fig. 3, iplemented in SWING, and is
designed to run as a standalone application frojnnaachines (running a JVM),or
via Web Browsers. It is designed for the user todssingle sentence at a time,
multiple sentences at a time, or enable the useelert a text file containing very
large number of sentences (for example, a docuroeetyen a text corpus).

There are three main panels on the GUI. First pa¢he “Sentence Output
Panel” where the sentence that is being procesdevitisplayed. The second panel
is the “FGDP Output Panel” where the output of FiEGP is displayed (i.e., output
from the syntax analysis). Finally, the third paisethe “CG Output Panel” where
the full CG or partial CG that was generated by $i&JS will be displayed. The
content of these 3 panels in Fig. 3 is for procestie following sentence:

“George-Lucas drives to London with Francois-Truffdbecause he
has to meet Quentin-Jerome-Tarantino for an impurtianch on
Friday.”

Text Understanding v1.0 BEx

Semantic Text Interpreter
(Comvert | AutoTeed |

semo

Comvert || Resoive | Reset | Hep

Sentence Output ©6 Output

[Gearge-Lucas arive to Londan with Francais- Truffaut because he has to meet Quentin-Jerom | [araphi
le-Tarantino for an important lunch on Fricay. rivel- Sentence Output

(purpose)->[havel- ' FDG Output
(

G@ont-> e,
thme)-=[meet- G Output
¢
(ptim)-[iicay;
(thme}-{lunchi->(aft-»fmportani;
(ptt)->{movie- maker quentijerome-tarantinol; Full Graph

" N
(dest->leuropean-cityloncion]; Partial Graph
)

FDG Output

iz Quentin-Jerome Tarantino _quentin-jerome-tarantino  obj:>11 @08 %NH|4]
3 fr fr ha»11 @AD REP

4 an an det=18  @DN>%=NDETSG

15 important impoant attr>16  @A» %>NAABS
6 lunch lunch peomp:>13 @<P %NH N NOM SG

7 on on tmp»11  @ADVL%EHPREP

8 Friday  friday pcomp:>17 @<P %NH N NOM SO

o <pr <pr

il 1] DN

CopyRight @2010 Mimos Berhad. All Rights Reserved.

Fig. 3Graphical User Interface for STUS
© 2009-2010 MIMOS Berhad. All Rights Reserved.

The user can also dictate to see only “Full GraghsPartial Graphs”. That is, not
all sentences will be processed by the STUS toym®déh fully connected graph. Due
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to numerous reasohsSTUS will produce one or more partial graphsepresent of
partial meaning of the sentence. The GUI provides dption for the user to view
only the full graphs, or to also view the partiedghs.

5 Experiment Objective

5.1 Scalable Parameters

Scalability is to handle growing amounts of workamgraceful manner [3]. In this
system the size of the given document (number mtesees in a text) identifies the
scale of the input and the correctness of the euteaanwhile, the response time of
the system specify the performance of the systanthit section the focus is on the
scalability of the system with respect to the nundfesentences.

The Fig. 1 shows that the STI and the FDGP arelvadan the text understanding
process. The performance of the STI component iasaored based on the time it
needs to process a single sentence and returrothespgonding Conceptual Graphs
(CGs). The processing time is largely depends erséimtence complexity.

We intend to evaluate the scalability and perforoeanf the STI and FDGP by
increasing the number of sentences as well asasicig the number of users. To
support large-scale request architecture was dedignsing multiple server
environment and Service Oriented Architecture.sHrchitecture can provide service
to large number of users’ inputs. The system &chire can handle large number of
sentences (in a bucket) given by each user in @estone. In order to illustrate the
scalability of this architecture, a configuratiasr Bystem performance measurement
test bed is explained in the following section.

5.2 Measurement Configuration Set up

The measurement starts from the time when user thenohput sentence(s) via GUI
until the STI output in Conceptual Graph (CG) repr&ation is displayed. As
previously mentioned the NLP component controls haddles activities between
FDGP and STI. NLP and FDGP are multi-threaded, avBilll is single-threaded.
The rest of this section describes the measuresetnips in details.

5.2.1 Load Measurement Set ups

3 The FDGP would not produce the complete “syntamcstire” for a sentence if it is not
grammatically correct and/or if some words are negbgnized by the parser. On the other
hand, it is also possible that the STl was not &blproduce the conceptual graph as the
algorithms and rules in STl is not sufficient tonbke the syntax structure of the sentence
and/or certain individuals (proper nouns) are nonfl in the knowledge base used by STI. A
detailed discussion of this matter is beyond tleps®f this paper.
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SoapUl [24] which is an Open Source Web Serviceai@d ool for Service Oriented
Architecture has been used to evaluate the loathge$or 300 concurrent users
against the architecture described in Section 3.

A load test in the SoapUl can be executed usingmaber of strategies depending
for how each of the test cases is executed. As shiowable 1, a simple strategy is
selected for a load test with configurable delaye Wave selected 300 threads to
simulate the concurrent users and set for eachhef test delay to be 1000
milliseconds. Since the random parameter we havéssealue to zero, the random
setting will be ignored and run without any delays.

Table 5. SoapUI Pro 3.5 Configuration Settings

Load Tesl Setug

Thread 30C
Strateg' Simple
Test Dela 100C
Randon 0.C

5.2.2 Environment Configuration Scenarios

The measurement is tested on several configuratiese Linux CentOS 64-bit and
Window XP 32-bit are the environment setup for mstbed. Table 2 shows the setup
required for the load test being carried out whkeeresults are shown in Table 5. As
shown in Table 3 and Table 4, there are two scemaeing configured for the
experiment tests.

In Table 3, there are total of five client desktoged in this testbed configuration.
One of the client machines is used as the locdlionthe FDGP server and 1
Delegator and 1 Lookup for the SOA framework. Titeeo four client machines are
configured for each of the components required:LP N2 FDGP, and 2 STI. Total
instances for this setup are 8 NLP, 8 FDGP, and@I8 Bhe end performance results
are shown in Table 6.

Table 4 describes the setup for two machines inGhd network and a local
machine for FDGP server. Grid Server 1 is configusith 1 Delegator and 1 Lookup
for the SOA framework whereas 10 web instancegdoh for NLP and STI are setup
on Grid Server 2. The end performance resultsteves in Table 7.

Table 2. Load Test Configuration

Machine ID Quantity Component:

Grid Server 1 20 NLP, 20 FD(P, 20 ST
Grid Server 1 4 Delegator, 4 Lookt
Grid Server 1 20 NLP, 20 FD(P, 20 ST
Local Server 1 40 FDCFP
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Table 3. Experiment Configuration Test Setup A

Machine ID Quantity Component:
Client Deskto 4 2 NLP, 2 FD(P, 2 STI
Local Server 1 1 FDGF, 1 Delegator, 1 Lookt

Table 4. Experiment Configuration Test Setup B

Machine ID Quantity Component:

Grid Server 1 1 Delegator, 1 Lookt
Grid Server & 1 10 NLP, 10 S1
Local Server 1 10 FDCF

The testing experiment for scalability measurenvesss carried out base upon the
above setting and the results are further discussed following section.

6 Experiment Results

We have experimented the system from three peigpsctl) Performance of FDGP
to return syntactic information for input text, 2pad test for concurrent user
performance, 3) Conversion of text to CG. Followsggtions describe each test in
detail.

6.1 FDG Parser (FDGP)

This section describes experimental results (awstio the Table 5) of time taken by
FDGP component to return syntactic information loé tinput text back to NLP
component. The first columiTést Sentencesf the table shows the number of input
sentences, the second colunmdi{vidual) shows time taken by the FDGP to return
syntactic information to NLP component when eachtesgce is passed to FDGP
individually. The third columnBucket Sententashows the time taken by the FDGP
component when more than one sentences are sethdéogs a bucket of sentences.
Table 5 clearly shows that the time taken to retiwan syntactic information when
sentences are passed in a bucket is much lessethihdaime taken when sentences
are sent to FDGP individually.

Table 5. FDGP Results

Test Sentence Individual Sentences (< Bucket Sentence (
10 4 1
10C 21 1
100( 24C 8
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6.2 Load Test

Performance (i.e. supporting multiple users ata&liis one of the important issues
that we have addressed in the work done. We hatedt¢he system for performance
and it can support more than 300 concurrent uséitsowt effecting its time of
response. We have used the Soafilél a tool for performance testing) to test the
system. Results obtained from SoapUl are showhdmable 6.

Test Step(i.e. invoke as shown in the Table 6) sets the startup delay (i
milliseconds) for each thread, setting to the delalpe to O will start all threads
simultaneously)min, maxandavg are the shortest and longest and average time for
the test stedast means last time for the test stept shows the number of times the
test step has been executfah is the number of transactions per second for ke t
step,bytesshows the number of bytes procesdmuhis the bytes per processety
shows the number of assertion errors for the teg) &nd finallyrat is the error ratio.
From the first iteration in Table 6 shows that #verage time taken by the system to
reply 300 concurrent users is 1356.5 milliseconds.

The first experimental result (as shown in thet fitsv of the Table 6) shows that
the invoke test for 300 concurrent users, total memof request sent altogether is
(cnt) 38386. The minimurmmgin), maximum (maX and averageaf/g) time per request
taken by the system to reply these requests i22886 and 1356.5 milliseconds
respectively. Time taken to reply for the last resjus 8086.

Table 6. Load Test Statistical Result

Test  min max avg last cnt tps bytes bps err rat
Step

Invoke 75 2488t 1356.! 808t  3838¢ 126.3t 42210( 13897:
Invoke 9 3138¢ 1364.¢ 823: 3829( 126.2! 42107: 13882
Invoke 16€ 3715¢ 3304.« 10657 2107¢ 68.88 23125! 7554
Invoke 11C 38827 3332.¢ 1569¢ 2098¢ 67.7¢ 23026. 7436¢

cNoNoNo]
cNoNoNo]

6.3 Textto CG

The third set of experiments is to test the systéfitiency (i.e. time taken by system)
to generate the CG from input text. We have teshed system in two different
configuration setups (i.e. setup A & B as discudseithe Section 5.2.2) to verify the
scalability and performance of the system. Expentaleresults of the system in the
setup A are shown in the Table 7. The first colupfrihe Table 7 (i.eData File
Namg is the name of the source file passed to thesy$o. Sentencis the number
of sentences contained by the source fiell Graph is a complete CG with fully
connected node®artial Graphis also a CG but with incomplete nodEB.GP Error
shows the number of sentences that could not beedmd to CG. Total Graphis
basically sum ofull andPartial Graphsgenerated by the system. First experimental
result (£' row of the Table 7) shows that the time takenh®y system to process the
input text file consisting of 100 sentences is &onds and the total number of
graphs generated is 94.
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Table 7. Results of text to CG transformation with configtion setup A

Data File Name No. Full Partial FDGP Total Time(s)
Sentence  Graph Graph Error Graph
se+100.tx 10C 31 63 6 94 8C
sample-597.tx 597 132 22¢ 237 36C 471
reut2-007-v7.txi 391¢ 562 587 276¢ 115(C 258:
reutz-003-vO0.txi 420t 60t 674 292¢ 127¢ 260¢
reut2-004-v0.txi 426z 582 66( 302( 124z 2891

Experimental results of the system test in thep@&uware shown in the Table 8.
Experimental results clearly show that the timeetaky the system to convert a text
file of 100,597 and 3914 sentences to CG reduasd 80,471, 2583 (Table 7) to 4,
22 and 140 (Table 8) seconds respectively. Theaappr of sending sentences to
FDGP in a bucket resulted in great reduction obtbm extract syntactic information
from input text but even then single threaded atdton between NLP and STI was
big difficulty need to be resolved to acquire betterformance and scalability. By
enabling the NLP component to be multi-threadedthier interaction with multiple
instances of STI will greatly reduce the time agicted in Table 8.

Table 8. Results of text to CG transformation with configtion setup B

Data File Name No. Full Partial FDGP Total Time(s)
Sentence  Graph Graph Error Graph
se+100.tx 10C 31 63 6 94 4
sample-597.txi 597 132 22¢ 237 36C 22
reut2-007-v7.txi 391« 562 587 276¢ 115(C 14C
reut2-003-vO0.txi 420t 60t 674 292¢ 127¢ 16t
reut2-004-vO0.txi 4267 582 66( 302( 124z 172

7 Conclusion

The STUS comprises of several web-service enabtedponents: NLP, STI, and
FDGP. Following this architecture, the separatidnresponsibilities leads to a
solution that is (1) high performing, and (2) sb#a The high performance and
scalability characteristics are possible due to thelti-threading of the NLP
component, which enables it to take advantage ibtiog the entire available STI
components concurrently. This enables the NLP compoto freely exploit the
hardware and run at optimal speed.

We profiled the performance of the system basetherproposed architecture on
several test-bed configurations and presented élelts. In order to conduct a
comprehensive and equitable evaluation of perfoomadifferent test scenarios are
used and different hardware configurations are eyegl.

The results of the experiments demonstrate thgbéhfermance of the STUS show
dramatic improvements when we are able to takeradge of the SOA framework
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(meaning that when we were able to use all thelabhlai STI components in the
system, we see increase in performance).

Even though the performance of the STUS is good, tie SOA architecture
allows us to further increase its performance, ghae still many areas that need
improvement. Particularly in the semantic procegsifithe unstructured data, where
we are looking into anaphora resolution and womkselisambiguation to improve
the quality of the generated conceptual graphs.cther area of improvement that we
are considering is to remove the FDGP from thi¢esygs and to enhance the STI to
perform semantic analysis directly on the unstmectuext, rather then on the “syntax
structure” produced by the FDGP
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Abstract. Since the advent of Semantic Web in late 90’s, arons websites
took advantage from the capabilities provided by teemantic web
technologies, such as the language support, tadmigised, and semantic
search capabilities. These capabilities encompasst seasoning over facts
and numbers, semantic search and facts and nummbencgperability. However,
most semantic web technologies are dedicated wepsing Latin scripts, thus
the niche for providing Arabic script support iretie technologies. This paper
describes the design and implementation of an Arabmantic web retrieval
engine named SemARAB that employs semantic ontolSgmARAB enable
users to search based on keyword semantic thraughsy to use visual search
interface. To provide an effective retrieval andtackle problems in Arabic
language processing, the tool was built based orastic similarity between
concepts of specific ontology and content-basedilssity for different
resources. The model is implemented for searching tlee “electronic
commerce” domain, and evaluation is done basedisn t

Keywords: Arabic Semantic Technology, semantic web, semamtimlogy.

1 Introduction

Semantic refers to the study of meaning. In thesgmmtive of software technology,
semantic means the utilization of domain or fiettbkledge to further improve the
software to make it adaptive, user friendly, effiti and intelligent. Through the use
of expertise or knowledge, software and other appbins can be enhanced or
developed to their maximum functionalities and perfance (Lee, 2004). Thus,
semantic web helps the development of softwareisdhe more convenient, efficient
and adaptive to use. Various technologies have Beegeloped to support web-based
communication, such as using complex “language”esodnd information storage
systems.

One result of this is the keyword-based searchnaisgas an Internet search tool.
However, there is still this problem of how to makéormation search easier and
more precise to achieve. Although the role of keyhlmased search engines in
facilitating information storage, dissemination a@hrch had been recognized, there
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have been some concerns regarding their use (AntoRiVan Harmelen, 2004).
Search engines are hampered with the problemsigtfi-fiecall, low precision”, “low
recall, no precision,” sensitivity of results tocabulary, and that result are produced
in single pages. In short, search engines aredihtid producing search results with
general meanings. In addition, the results arémathine accessible,” meaning that
they cannot be passed on for further processirsubgequent software tools.

One solution to these problems is the Semantic Wehnology. It is a systematic
initiative implemented by members of the World WMeb Consortium to improve
the quality of services in the Internet, the prgoefswhich is conducted in layers and
focuses in improving the use of explicit metadatéerential agents, ontologies and
logic. Semantic Web technology is vital since itrtigalarly helps reduce
“information overload,” link “stovepipe systems aadrich poor content aggregation
(Daconta et.al, 2003). The technology also redugleskages in information
networking by linking different systems and impmyithe way program content is
being populated. The technology was conceptualzedim Berners Lee in 1990 to
create a “world wide web” of documents linkable otighout the world. This
facilitates “meaning transmission” rather than pistument transfer (Orr, 2005).

In applying Semantic web technology, developershavensure that the original
meanings of the texts are integrated into the laggusystem being used in the
Internet by using ontologies. These ontologies atate concepts and ideas, and
define rules in logically correlating these conseahd ideas (Orr, 2005). There are
currently development standards and specificationghich tools are developed for
creating and developing Semantic Web applicatibfsst tools are used to express
knowledge using language specifications such asrnSikile Markup Language
(XML), Resource Description Framework (RDF), RDFh&ma, and Web Ontology
Language (OWL). The list of tools just keeps grayvavery day.

This paper propose an Arabic semantic search taohed SemARAB that
automates the process of information retrieval frArabic web resources that is
relevant to a user’s query. SemARAB is a searchdigm which aims to increase
effectiveness of a retrieval system by identifyargadditional semantic layer for the
results returned by the search engine. This todleinis based on semantic similarity
between concepts from a specific ontology and cd+tiesed similarity for different
resources. The proposed tool addressed the prollésemantic search for Arabic
data, Arabic language processing and the absencesofirces in Arabic language
annotated with semantic metadata. This paper ianigd as follows; section 2
describes the challenges in the development of mtieniools in Arabic language.
Section 3 describes the proposed tools architecfottowed by the tools’ GUI
description in section 4. The sub modules in thel tve described in section 5
followed with the testing domain and experimentssattion 6 and 7 respectively.
Conclusion is derived in section 8.

2 Semantic Web Challenges, Future and Requiremest

Semantic web is the future of the World Wide Webe Tweb today is designed for
human utilization only, not for computers and maeki Semantic Web will add more
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functionality to web pages and make contents, métion, data, and other documents
available for automatic processing by the compiiself. Semantic Web has many
benefits such as consistent interconnection andnmalnerror messages, and will be
distributed to everyone just like the ordinary Wilzan be accessed by corporations
and individuals (Berners-Lee, 2001).

A study on the trend of Semantic Web by Cardos@720indicated that majority
of the use of ontologies for building knowledgén£ducation, followed by computer
software, government services, business and liemses. There are also some use of
ontologies to represent knowledge in communicatiomedia, and healthcare.
Ontologies are also used for sharing of informatamong other users and software
agents. This means that the data must be undersipbdmans and the computers.
Other purposes of ontologies can be for code g&oaradata integration, data
exchange, document annotation, information rettiamd many more.

The primary goal of Semantic Web is to describeorimfition that is
understandable by machines. With opportunitiesttier Semantic Web to be fully
used worldwide, there are challenges that wait siscthe development of ontologies,
formal semantics of Web language, and the trust gmodf models (Lu, 2002).
Ontologies are the most essential part of devetp@emantic Web. There are
different aspects of this part which include ongglorepresentation languages,
ontology development, ontology learning approachesl, ontology library systems.
These aspects manage, adapt, and standardizetthegtes (Lu, 2002).

In a simple definition, a Semantic Web is a Welt fkaenhanced to be able to
clearly understand the contents and structure wkb page. It makes web search
engines and web browsers capable of reading arm§8mg web contents to provide
better services to users. It will enable compuéerd other machines to process ideas
and solve difficult optimization problems.

2.1 Arabic Language Challenge

Arabic is the language of millions of people in tbeuntries of Middle East and
Northern African countries. This has become thdiicial language. In fact, it has
become the religious language among Muslims throughthe world. Arabic
language is very important in the lives of the Niasl as it is the language of the
Qur’'an. Unfortunately, there have been little resiees or studies of incorporating the
language in connection with computers (Tjoa, A.alet2006). Thus, the proposed
study of using the Arabic language as frameworks®mantic web is a new and
motivating topic that will benefit millions of pelpwho are using the language in
their everyday lives. Writing in Arabic is done rfinoright to left, in contrast to the
English language. Arabic morphological analysia igery complex task because the
language is highly inflectional and derivationalagiimo et al, 2002). There are 28
letters in the Arabic alphabet while the Englishgaage has only 26 letters (Adetuniji
& Ahmed, 2008).

The Semantic Web will soon conquer the world ohtetogy. But the tools and
languages are not ready for Arabic language u3ées.rise and development of the
Semantic Web must address the challenges of thelmated Arabic language. Al-
Khalifa and Al-Wabil (2007), raised concern ovee thxisting Semantic Web tools
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and applications in supporting the Arabic langua8ice the technology would

become available worldwide, it must prepare itdelf the hundreds of different

languages to support. There are issues concerfi@gSemantic Web that pose
challenges to the Arabic language and its usersrelts lack of Arabic language
support in the available and current Semantic Wabst lack of existing Arabic

Semantic Web applications, and limited support&i@bic research on Semantic Web
technologies (Al-Khalifa, 2007).

A common problem with Semantic Web tools is thecpesing and encoding of
Arabic texts. Currently, there are a lot of apgimas that can encode Arabic scripts.
To solve the problem, Semantic Web tools shouldgam one encoding schema for
Arabic such as Unicode (Al-Khalifa, 2007). Anotheeoblem with the Semantic web
is that 49 percent of the ontologies in the ontplblgraries are written in English.
This is in connection with the lack of Web toolsdasoftware development
applications that cater to the Arabic language ésdisers. If there are tools and
applications that support Arabic, it is only veiiyited and still lacking the full
functionality and processing (Al-Khalifa, 2007).

2.2 Semantic Web Future and Requirements

A great and clear example of what the Semantic @éeboffer is the “plug-and-play”
technology. In the past years, installation andfigoration of software or other
applications are manually done in the computer. “pheg-and-play” technology lets
the user to just plug any device in the computeriawill automatically be read. The
same thing goes with the Semantic Web. Computéisblf will be the one to process
the things needed by the user. The Semantic Wesnigxample of how fast
technology can change. It is not just a tool foogle to use but it can assist in
evolution of knowledge as well.

The Semantic Web, when open for public use worldewivould be exposing new
concepts and would let everyone exchange expressienuse of a unified logical
language will enable the computer to connect thddmo a universal Web. By this
connections and links, humans can have accesswideaarray of knowledge and
ideas. In this way, all people can live togetheorkatogether, and learn together. It
opens a lot of possibilities for the next generaid technology users. That is why it
is very important for the Semantic Web tools angliagtions to prepare themselves
to support all languages such as Arabic in orddulfdl the Semantic Web goal of
connecting the world into one network.

The structure of the Semantic Web has three layamsely the metadata, schema,
and logical layers. The tool considered for theatiata layer is the RDF and RDFS
for the schema layer. But the RDFS lacks formaditg one of the challenges of the
Semantic Web is to reconstruct it to a formal seinanFormal semantics can lessen
the confusion and other problems attributed to daeelopment of Semantic Web
using languages and tools (Lu, 2002).
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3 Proposed Tools Architecture

The proposed toolsemARAB employs the Semantic Web to improve results of the
search engine by understanding more about whatsieis trying to find information
about. SemARAB provides the user with easy to use interface tiustetermine the
keywords and the type of object he is looking fie SemARAB use the search
engine to get the results, filter and ranks thersetlaon the ontology to show
documents referring to the chosen denotation. Eigurshows the different sub-
modules ofSemARAB.

< User 1.Web
w »  Interface Searching

A4

A
2.Data
DB Extraction
o T
S
3
& \ 4
3.Data 4. ldentify -
Filtering » Objects [&— & -
l Ontology
Return 5.Ranking
Results | Results

Figure 1: Modules of SemARAB

In this section we will go over these modules imealetails:

1. Web Search use general search engine to find elidents URLSs related to
user query, based on user keyword’s and the canoepblogy. For example
if we need to search for “John” as organizatiom, dbery will run the search
engine with keywords of John plus all related cpieé¢o organization from
the ontology.

2. Data Extraction: Extracting data from HTML docun®er# not a trivial way.
Several research groups have focused on the praiflextracting data from
HTML documents. For our approach we are extracthg content of the
web data for the first 100 search results proviolethe search engine.

3. Data Filtering look for keywords provided by uséngall concepts from the
related ontology, if there are at least one, theudwnt will be kept for
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document ranking. Data filtering support Arabicdaage processing for the
concepts search similarity.

4. Identify Objects: based on similarity measuremeetwieen the concepts
ontology and the extracted documents, the modale: &8 create different
instances.

5. Ranking Results determine the frequency of ontologycepts which exists
in the different extracted documents.

4 Graphical User Interface

The SemARAB GUI (see Figure 2) allows the user to search foobject in five
areas (Persons, Organization, Sales, Operatiomlsyatious) based on our Arabic
ontology for e-commerce.

SemARAB

Semantic Arabic Search for E-Commerce

Search for O caaal
@ Persons Sales Operations Organization Various
(ualaaih (lesall) (Sllealty (ilakiall) (4c iia)

| Search | | Fieset|

Figure 2 : TheSemARAB GUI

Form-based queries are popular methods used fasitgebThey allow the user to
fill out a form and specify all kinds of searchteria. The form will be processed to
generate the query, which will be executed to ee&ithe data specified by the user.
The advantage of the option boxes is that thehe®to choose the type of objects he
wants to retrieve. Usually these types come fraenciincepts ontology.

5 Expressiveness of SemARAB Tools Submodules

This section discusses the expressiveness of twortant modules; the data filtering
module and identifying objects module.

Data filtering module is responsible to measure Arabic concepts sirtylari

between results returned by the search engine kaedcancepts from our built
ontology. The proposed module is divided into tiWing four stages.
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1. Tokenization: each result from the search enginestnme tokenized and
calculate the frequency words from the searchedvkrls or ontology so
every sequence of character has a space beforaftamdt can be used as
token in Arabic language. Word is defined in Araliinguage as pronoun
(harf), verb (fe’'l) or noun (esem). The most problen Arabic language is
the pronoun conjunct with nouns and verbs at thgniéng or end of them
with some changes is the structure of the word.

2. Remove stop words: stop word is a type of word twisaepeated frequently
in Arabic language but without any importance megnior the similarity
measurement. Figure 3 below describe the procesbs/ain this stage:

» Convert the encoding to Unicode

* Remove punctuation ¢, /, \, ?, !, “, *), Remove diacritics (
©. 777 4), none letters)), J, ¢, J
«  Replacd,!,T withi, & with s, 3swiths

Figure 3: Process of word normalization

3. Stemming: Arabic is a Semitic language and itsdbtesture is that most of
the words are built up from and can be analyzedndtwvits roots. The
exceptions to this rule are common noun and pesticMorphological
analysis was developed by Khoja and Garside (19@8%h first peels away
layer of prefix and suffixes, then checks a list pafiterns and roots to
determine whether the reminder could be a knowhwit a known pattern
applied. If so, it returns the root. Otherwisereaturns the original word,
unmodified. This system also removes terms thafamed on a list of 168
Arabic stop words.

Figure 4 showghe Components of Data Filtering & object Modules.
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Figure 4: Components of Data Filtering & abj®odule

Identifying Object Module: This module will determine the related objectoof
concepts ontology in the document that we had etetdabefore. Therefore, it will
compare between the documents words and the omtolmacepts for e-commerce.
Then, it will store the ontology concepts which fimend on the document. The

Theldentifying Object module is divided into the following two stages:
1. Object Similarity: cosine similarity is used to reaee similarity between the
extracted document and the ontology to identifydhjects.

2. Weighting: The weighting process is the most imgurtprocess because it
gives a rank reflecting the importance of the words
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6 SemARAB Testing Tool Domain & Ontology

SemARAB uses the Google search engine to provide thetitradi text search
results. And the following ontology for e-commerce:

iy Y1 et
e-commerce
itadaidl de g ilgleadl Cilagealt i Y
Org. Various Dperation: Sales Persons
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:.—-’"‘
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Figure 5: E-commerce Arabic ontology

Ontology is used in semantic web to decide andrahite the relationships
between terms, and the meaning of these terms @aeahd Staab, 2001). Ontology
can offer a good approach to represent conceppeqies, and relationships between
these concepts for a specific domain in a semaméig. Currently there are no
available ontologies for any domain in Arabic laage. We build our ontology for
“e-commerce” domain in Arabic language by analyzingre than 100 e-commerce
web sites such as souq.com and adabwafan.comeén wratollect and determine the
structure for the ontology.
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7 Experimenting SemARAB Tool

In web search engines such as Google and Bings gsery the web data by entering
few keywords (bag of words) in the engine's sedarthand then the system computes
response by matching the keywords against the irtlex use of the "bag of words"
in search engines cannot fully represent the usgmsit and is insufficient to pose
semantic queries (Diaat al., 2000).

SemARAB differs from normal search engines in the senae ithuses concepts
ontology as an additional layer for semantic welembance search relevancy and
return less number of unrelated results. It pravidser with an easy use of GUI to
construct queries and explores the results. The @iHs the user the ability to
determine in which branch of ontology to searcthl@d below shows the capability
of SemARAB and some search engines to answer user querieetamd the more
relevant results.

Table 1:SemARAB vs. Web Search Engines

SemARAB Google Bing
Paramete
f hame Relev Irrelev Relev Irrelev Relev Irrele
ant ant ant ant ant vant
Ahmad
68 % 32% 35 % 65 % 32% 68 %
as a person
HP
laptop as a 90 % 10 % 81 % 19 % 80 % 20 %
sales
AlOthai
m as an 74 % 26% 33 % 67 % 33 % 67 %
organization
1999 SR
] 65% 35% 37 % 63 % 29 % 71 %
as a various

Notice that the search engines like Google and Batgrn too many irrelevant
results and do searching for all attributes inwled documents, whil8emARAB tool
returns only the requested data that matches & ugiery.
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Conclusion

this research we investigated the role of coh@pontology in web search and

information retrieval. We implement a semantic Acadearch tool calle8emARAB.

In
ap

its current form,SemARAB is well suited for a number of semantic web
plications. Future improvements to the propostesy came from the facts that

SemARAB system is domain-dependent and the system in utsert form is
restricted to answering queries pertaining to dqdar ontology. In order to operate

on

a different domain, user should create new ogtol
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Abstract. A digital library is a place that store huge amtoef information that
encompasses almost every domain of knowledge. Résea often find it
takes too much of their time to locate the inforioratthat they need. Most
libraries today don't provide enough semantic towishelp users for their
information research. Majority of digital librargarch tools are built on index
search which is not based on semantics. This kinthdex search doesn't
design for exploratory purpose and that knowledggkisg activities of a digital
library are mostly exploratory in nature. In recgatrs, a new generation of
semantic digital library (SDL) has emerged. A studytoday’s libraries with
such semantic capabilities has been thoroughlusésd. The paper presents
different views of a SDL and points out some imaottfeatures that a SDL
should process. Finally, the paper has introducRd@®@M, a semantic search
and annotation tool that can provide ordinary diglibraries with semantic
capability. ANTOM is powered by universal domairtaagy that represents
almost every domains of knowledge. Millions of thgiartifacts in different
domains can be automatically associated with cdadibat are most relevant.
Related information can be graphically displayettrieved and semantically
ranked. Complex and natural language query canup@osted. All these
features of a digital library are the wish listnebst library users. The paper has
made an evaluation on this semantic tool and hate mecommendation of the
future development which can enhance current dilitaary to a new level of
usage.

Keywords: Semantic digital library, ANTOM.

1 Introduction

A digital library is a portal for information, arceess point to knowledge. The term
“Digital Library” refers to a very broad meaning iwzh spans from digital artifacts
and metadata repositories, archives, and conterntagesnent systems to very
complex systems that provide digital library seewicto research and practice
communities (Dagobert Spergel 2009). The Digitadbrary is not just a digitized
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collection with information management tools. Itasseries of activities that brings
together collections, services and people in suppiothe life cycle of knowledge
management on creation, dissemination, use andrpe¢®n of data and information.

Another purpose of the digital library is to impeoteaching and assignments
through the incorporation of library material. Infmation that is stored in these
library systems increases exponentially as our kedge has built up within time.
Searching for the right information within a libyasystem becomes a complex task.
The search mechanism of a digital library can beessed through their directory
structure or via to a full-text index. These sedattilities are syntactical in nature. It
can’'t support a query such as “list all documeh#s &re associated with the benefit of
semantic digital library”, especially when the tefsemantic digital library” can’t
even be found in the documents. On the other remegjority of knowledge seeking
tasks, especially for researchers, are exploratonature. In here, the searchers do
not aim at object selection in the search prodessead, the goal is to increase their
knowledge in the journey rather than have a pdsicobject to select at the end of
the process. However, present search mechanisngital dibrary doesn’t design to
ease knowledge navigation. This is where the inittbdn of semantics to digital
library can be useful. Semantic information is esgnted by metadata attached to
each object and by one of more ontologies to pegieimantic context for searches.
The addition of such flexibility in search and kredge navigation capabilities to a
library system can be referred to a semantic digleary (SDL); despite there are
other views of what a SDL should be.

2 Examples of a new generation of digital library

In the past few years, a few research projects hage proposed on a new generation
of digital library (Bekaert et al. 2005, Lutzenkien 2002, Candela L. and Pagano
2007). Greenstone is a popular digital library desd to provide librarians with the
ability to create and publish heterogeneous catlestof digital contents on the Web
like text, images, videos and e-books. Storage MiL>based documents has been
proposed in Greenstone and each content item cadeberibed using metadata
compliant with the Dublin Core standard (Bainbridgeal. 2001, Witten et al. 2000).

D-Space (Tansley et al. 2003) is a digital librargned at providing long-term
preservation of heterogeneous contents with the @inmmprove some of the
limitations in Greenstone. Authors usually subrhéit documents to the system and
define metadata for them and, for such reason, &&s referred to as an author
oriented digital library. D-Space introduces a rrdtes approach to content
publishing by identifying the authors and orgarizza that provide the contents,
librarians that perform content validation and as#at are interested in content
retrieval. Content-based workflows can be custodimeorder to cope with the needs
of specific organizations and to delegate diffetasks to different stakeholders.

In order to provide a flexible and reusable solutim data preservation and
organization, the Fedora project (Lagoze et al.520&kplored a service-oriented
approach to data interoperability in digital libesr by designing and developing a
distributed architecture for contents publishinggr@gation, and retrieval. Composite
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information is obtained by aggregating physical teots, viewed as bit-streams,
located worldwide into the Fedora repositories. dFadallows content editors and
archivists to define semantic connections betweelnivaed contents which are treated
as a set of physical contents. Other works rel&decbntent preservation in digital
libraries are described in Bekaert et al. (2005 dmtzenkirchen (2002). In

particular, the aDORe project adopts the MPEG-22 Bdntent representation model
in order to provide preservation and retrieval eéfehogeneous multimedia contents.

The above mentioned systems are centered on centliefined as binary resources
enriched by metadata devoted to preservation, ggosad retrieval purposes but not
intended for data structuring. Preservation andutiem of a data model in those
approaches are implemented as a low-level mechamibere data are processed as
bit-streams instead of instances of well-definedcstires (i.e., XML Schema). On the
other hand, a few more sophisticated research gisojpave been focused on
improving the effectiveness of digital librariesaultural heritage by moving towards
a deeper semantic representation of the stored idétgrating ontologies and tools
devoted to content annotation (Woroniecki et aO70

CultureSampo is a platform aimed at combining andessing heterogeneous
archives of cultural heritage related contentshHaetadata schema used to represent
data are mapped onto a shared ontology, the ONKllagy, in order to provide
semantic interoperability between contents. Thimas#ic enrichment leads to new
approaches to information access. CultureSampaodntes a perspective-based
access to contents, where each perspective issepieel by a subset of semantic
features of the stored contents, such as temparajeographical information.
CultureSampo provides a set of functionalities nexgli for content publication,
annotation and retrieval. Content retrieval is eitpl by means of both relation-
based and semantic features-based approachesbdatiae content generation in
accordance to the Web 2.0 philosophy has beendimtss into the CultureSampo
infrastructure. In order to improve the amount efsntic information added to the
contents, such tasks have also been partly autdmige introducing domain
independent annotation agents based on commoruthasd ontologies.

Interoperability of cultural heritage datasets aschemas between different
platforms available on the Web has also been ebgaldiy the AMA, Archive Mapper
for Archeology project, (Eide et al. 2008) as a mirEPOCH. The tools developed
during the AMA project are aimed at providing seaatomated mapping of cultural
heritage custom data to the CIDOC-CRM, a formablagly devoted to facilitate the
integration, mediation and interchange of heteregas cultural heritage information.

CCHO: Cantabria’s Cultural Heritage Ontology (Herdez et al. 2008) is aimed at
effectively integrating cultural heritage data e tregion of Cantabria. Contents have
been properly annotated by using the CCHO and,na€lltureSampo, can be
browsed by a semantic-based search engine accarmlisgveral perspectives like
geographical maps, historic event timelines andas¢imrelations between items.

In contrast to the previously described projecthictv are based on a wide and
formally defined ontology as in CIDOC-CRM, the OCHR Online Cultural
Heritage Research Environment project, adopts anoaph based on a lightweight,
extendable and general ontology called the Corel®gy. This ontology covers the
domain of cultural heritage by means of a smallagdtighly general concepts and
relationships in order to grant a higher level béteaction. The OCHRE’s ontology
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can be extended and refined for each differenteptojiccording to the amount of
specialized semantic information required to char&e a given collection.

Digital libraries specialized in cultural heritageanagement have been further
improved by integrating social practices, like sbeind collaborative tagging, arising
from the Web 2.0 experience. Tags and annotatiansbe provided either manually
by the users or in a semi-automatic way. Conteats e semantically enriched in
order to improve the effectiveness of both navigatind retrieval tasks.

The CHI system, designed and developed by the RIR€gional Historic Centre
Eindhoven) (van der Sluijs and Houben 2008) is lzerotxample of the effectiveness
of integration between the Web 2.0 approach anditarel heritage devoted digital
library. CHI is devoted to the storage and accesplmto and video archives
concerning cultural heritage. A specific set of adeta has been assigned to each of
these archives. Users can search, browse andigisulé collections hosted by the
RHCe by accessing them according to different dsioers, each one identified by a
specific set of metadata as in CultureSampo. Howenatadata could refer either to a
specific domain ontology (e.g., OWL time ontologsed to represent the temporal
dimension) or to a user defined set of keywordgsftassigned to a specific resource
by the users in a collaborative way.

Finally, annotations regarding to a specific cohtiégem could be harvested and
collected from the network by looking at metadasaduby different platforms and
users that describe the same contents (e.qg., ttaglate assigned to the same painting
into two different collections, hosted by differadigital libraries devoted to cultural
heritage). The HarvANA, Harvesting and AggregatiNgtworked Annotations
system, (Hunter et al. 2008) uses a RDF modelp@sent tags/annotations and OAI-
PMH to harvest the tags/annotations of a specifictent item from a network of
heterogeneous digital libraries (e.g., a book dttarezed by a specific ISBN code).

3 Views of a semantic digital library

After a thorough discussion of some examples ofwa type of digital libraries, it is
not hard to visualize that the trend of introduciBgmantic Web technology into
digital libraries is getting popular. The followirage different perspectives from some
scholars on semantic digital library (SDL).

Dagobert Soergel (2009) gives a very thorough oéthe necessary functions and
characteristics of a semantic digital library. Miew of a SDL is to be supported by a
Knowledge Organization System (KOS). KOS is a sysfer organizing knowledge
into a structural form. He projects a vision ofitiglibrary that integrates access to
materials with access to tools for processing rateand supports users who are
individuals and communities through functions fetestion, annotation, authoring
and collaboration. With semantic support, digitdrdries can perform complex
searches for documents and automate functiongdopg and individuals.

In the view of Sadeh & Walker (2003), library pdstéake the approach of the
Semantic Web technology in their proposed modeletaldib. MetaLib consists of a
unified interface for users to interact with thestsyn, a Universal Gateway for the
system to interface with heterogeneous of librasources, and a Knowledgebase
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that provides support for the two mentioned inteefanodules. The heart of MetaLib
is the Knowledgebase which consists of a collectibrmetadata about different
resources and the rules of accessing them.

Others view SDL should emphasize social functionerter to reflect the human
side of semantics. O’Reilly promotes Web 2.0 adasfgsm that provides power to
the users. It induces social and collaborativeoastiby inviting individual and
community users to socialize and communicate inea find opened environment.
Social networking services (SNS) allow a user teats and maintain an online
network of social friends and such services aregiratted into digital library in a
unified social semantic information space as preddsy John G. Breslin (2009).

Kurk et al. (2009) proposes JeromeDL as a socimaséic digital library where
users can bookmark interesting digital artifactsémantically annotated directories.
Users can create new knowledge by commenting thierbof the blog posts, wikis
and forums as well. These bookmarks, annotatiomks kamowledge can be shared
within a social network. In addition, JeromeDL poms innovative browsing,
filtering and navigation solutions.

This marks a new era in digital libraries whichemgrate semantics and social
functions into the library services. The challenges integrating information from
different metadata sources, providing interoperigbiwith other systems and
delivering more robust semantic search and sogiaitions. The Semantic Web, as
introduced by Tim Berners Lee, is an extension la# turrent web in which
information is given well-defined meaning, enablomnputers and people to work in
cooperation. In other words, Web 3.0 introducesasdits to blogs, wikis, search,
forums, communities and social networks, and is thise semantic digital library.

4 A tool to enhance digital libraries with semant functions

The technology that underpins the Semantic Webntslogy. The Semantic Web
technology (SWT) has been introduced by Tim Berhess in Scientific American
Magazine in 2001 (Bernard-Lee 2001). Ten years lmen elapsed and yet SWT
hasn't massively been adopted. Even Berners-Legsdif has admitted in the
International Semantic Web Conference in 2009 8MT hasn’'t been massively
explored. Part of the issue is the inherent conifgle the concept of the Semantic
Web. Even simple sets of data linked by RDF, whigs one simple component of
his grand vision, "is still remarkably difficult @sparadigm shift,” he said. One of the
main reasons why SWT hasn’t prevailed is the difficin building ontology that
powers semantic search.

Numerous articles have been published explainireg dhtological engineering
process is complex, difficult, time consuming aedaurces demanding. In order to
enable SWT to prevail, the process of building amntaining ontology has to be
simple and cheap (Maedche & Staab 2001). To makéstue more complicate, the
ontology that is needed to support SDL has to bg beoad in scope, unless the
library concerns only a very specific domain. Iistbase, the ontology needs to
represent almost every domains of knowledge inrotdepower, for example, a
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university digital library. Building & maintainingntology of such size is beyond the
effort and expertise of a library development prbjeam.

An alternative approach is to choose a suitablelogy from a third party. In this
paper, an ontology, ANTOM, is chosen for the tadKTOM (Automated Ontogy
Manager) is a lightweight domain ontology, consgtiri 7 million concepts which
represents most of the general domains of knowle@géology of such size is not
readily available worldwide. It is an interestingject for evaluating the performance
of such SDL prototype, since ANTOM is readily intaigd with an advance semantic
search and annotation engine. ANTOM doesn’'t neetkptace any of the system
modules in the digital library, not even the oraisearch engine. It works in parallel
with the digital library through an alternate sémirtterface that can be invoked by the
user when he chooses to perform a semantic seAftdr. the system is properly
configured, ANTOM will perform a semantic indexirng all the documents in the
digital library repository. Documents which are asated with the concepts
represented by ANTOM'’s ontology are automaticalipatated with these concepts.
The indexing process will take awhile dependingtom number of documents to be
parsed by the system. When this function has bempleted, the user can invoke the
semantic search function through the digital lipranterface. ANTOM home page
will appear and the user can perform all the agdid#i functions provided by this
alternate search engine. Fig. 1. illustrates thepks integration of a general purpose
digital library with ANTOM.

| Original Digital Library System | | ANTOM |
| b |
i i i ‘ Document categorization ‘ i
| | | |
| s B | | |
l S Digital Library | | ‘ Semantic Indexing ‘ |
! Engine Repository ; ; }
| | I |
i i i ‘ Semantic Search Engine ‘ i
| | I |
y y
ANTOM Search Interface
y y y y
Concept Document Concept
Search Search Cloud Tag Cloud

Fig. 2. Integration of ANTOM with a digital library system

The home page for ANTOM is shown as in Fig. 2.iktet of evaluating the added
semantic feature of this digital library prototymly about 3,000 documents which
are related to knowledge management, semantics-&atning are used.
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Home Concept Document Explore  Settings Mofifications  Logout

Concept Document Document
Search Search Upload
Recent Activities Your Favorite Concepts
Uploaded "Futting a second life "metaverse” din on leaming ﬂ
systems.pdf', 35 days ago .
Ctodal e ¢ SN i ; wowsgsbse. SEMAanNtic Web

system[2004].pdf', 35 days age .
ikl Stategic managemant Patent Learningobject Dublin Cora
Uploaded "Semantic Search using Modular Ontology Leaming and Case-Based

Reasoning pdt*, 36 days ago Ontology engineering  Information retrieval Wordniet
Upleaded "Machine Leaming Method.pdf*, 35 days s00 Knowledge representation RDF Schems  Adifisial intelligence
Uploaded "g-leaming in HK - Final Report Dratt 20091022 pdf!, 35 days ago Knowdetge enginesring Tasitknowisdge E-Leaming
:vmaad "E:leaming based on the social semantic infarmation sources.pdf", 36 Intellectual propery  OntOlogY

ays ago
e R e R Knowledge management et miing Human capitsi
Uploaded "Best Practices for the Knowledge Society pdf', 36 davs ago :I

Fig. 2.ANTOM home page.

5 ANTOM: Application Features

1. Concept Search

One of the valuable feature in ANTOM is it can sopither search by documents
or by concepts. In research work, most library cleaactivities are exploratory in
nature, i.e. the user performs a knowledge seetdsl instead of looking for a
specific object. The best way for this kind of exptory activity is to provide a map
to ease knowledge navigation. ANTOM provides ther asconcept map in which the
user can navigate indefinitely through the netsratdfited concepts (Fig. 3). This
feature is very versatile because ANTOM practicdlkkpows” every domains of
knowledge. The user can input almost any concepienand the system will be able
to display the related concept map.
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English -

Search Concepts e

Home Concept Document Explore Settings Notifications  Logout
Search:

learning management system
Number of results per page: 1) +

Show Advanced Search

Search Search within results Reset

Previous 1 2 34 56 7 8 3 10 11 Next 916011 concepts found. (0.664 seconds}
N N
Learning management system 1.0000
Learning Management 09536
[ system (s QR B BT
Blackboard Learning System q 0.6857
The Learning Place s Q-
Elexible leamning dz 0.6274
Learmning platform Kz 06258
Human system Kz 0.6121
Ulysses L eaming o osoos
Blended learning o asm

Fig. 3(a). Search for concept “Learning management systeh’thoose the map icc «3 ofa
concept in the list will display the concept mashswn in Fig. 3(b).

WebCT Virtual learning environment
Open source Murray Goldberg
Lectora Learning pathway
Database Collaborative learning

_NET Framewark

Learnina nhiect
>_( Learning management system (20) J_< List related documents

E-Leaming CLCIY
Authoring systems Shara & Model
Export
Intelligent tutoring system Digital content creation
Moodle MLO
ToolBook PHP

Fig. 3(b). To navigate through the concept map, click ondibéngs (“Learning object”) and
choose “Drill down”.
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AML Virtual Museum of Canada
- l
Learning object metadata Intelligent tutoring system

Serious game Sharable Content Object Reference Model

Learning object (12)

Learning management system Library catalog

Digital Audio Learning Objects Chemical Markup Language

Moodle MathML

Fig. 3(c). The chosen sibling concept becomes the centrecosf The navigation process can
be indefinite.

2. Automated document categorization

When the documents in the digital library repositare under the initial process of

semantic indexing, each document is automaticabbpufated to the associated

concepts. The user can retrieve documents assweigttea particular concept during

the navigation process (Fig. 4). Alternatively, theer can search document through
the document search manual (keyword search). Allrétated documents listed in

order of relevancy ranking are displayed.

WebCT Virtual leaming environment
Open source ( Murray Goldberg
Lectora Learning pathway
Database Collaborative leaming

NET Framework 1 Learning object
Learning managamest syctam (201
E-Learning List related documents B CLCIMS

Sharable Content Object Reference Model

Authoring systems

Intelligent tutoring system Export Digital content creation
Moodle MLO
ToolBook PHP

Fig. 4(a). Select a concept and choose to retrieve documalated to that concept.
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Search Documents

Home Concept Document Explore Settings

Notifications  Logout

Search: knowledge management

Number of results per page: 1)
Show Advanced Search

Reset

Search within resufts ‘ Doument relevancy ranking |

{Search

nd. (0.764 seconds)

—
Relevancy I

__________ 541 documentsta

Delete selected documents

I O [T

Introduction to KM (E-Learning).pdf Reiated documents ‘& &

Concepts: nformation Please - Knowledge - ELeamning
] Acdtses Test-001 19 May, 2010 0.7721
Course - Introduction to Knowledge Management Description: The course aims to increase the
atthe e S e ok Scks it i ]f\ummatic document categorization‘
enterprise value chainspdl Related
K doe transfer - Intranet - Ki leds - E-Learning - Content
Test-001 19 May, 2010 0.7696
Add tags
(Continued on back) 7-30-01 Wireless technology extends knowledge management and €... viabiity of wireless
technology in extending ., content and e-Learning
Online building using forum.ppt Related documents \#
@
Concepts: Knowledge building - Knowledge - Knowledge Forum
Test-001 19 May, 2010 0.7341

| Agdtags

Learning Community Project, CITE, HKU Knowledge Management & Leaming Latest technology enables global
sharing of information across platform and continents. Knowledge management is a logical extension

Fig. 4(b). Documents retrieved are listed in order of rebeea

Another special semantic feature is the displaganfcept cloud in addition to tag
cloud. Concept cloud may not be familiar to mosbgle. In here, concept cloud
refers to the concepts that are relevant to a fsdbauments. They are obtained at
time of parsing all documents in the digital liraepository. The concept cloud in
here represents all the relevant concepts thatetated to the corpus. The displayed
concepts in the home page window are those tha passed a certain relevancy
threshold. The concept cloud constitutes the dosnainthe corpus, i.e. the 3,000

documents that are used (Fig. 5).

Your Favorite Concepts

E-Learning wnowledge base Stategic management
Tacitknowledge Ontology Wordhet Knowledge engineering  Patent
Intellectual property  Ontology engineering  Information retrieval

Data mining  Dublin Core  Knowledoe representation

Semantic Web wuman «spitsl ror scheme
Knowledge management Learming object

Arificial intelligence

Fig. 5. Concept cloud that represents the entire donfatmeodocuments in the repository.
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3. Search of related documents for a document irontext

In addition to the support of various complex qegriANTOM can search for articles
that are most related to a particular documenthefuser’s choice. This is a very
versatile feature which can save the library usmisitlerable time from reading
hundreds of related articles to find out which omes most related to the one in
context. Fig. 6(a) and Fig. 6(b) illustrate thiatfere.

Home Concept Document Explore Seftings Notifications  Logout

Seach: INAME “Rapid E-Leamning par

Number of resulls per page: [19
Hede Advanced Search

Find documents that have...
0ne Of MO of these Words: [

all these words: [

this exact wording or phrase: |

But don't show documents that have...
any of these unwanted words: [

File name: Rapid E-Leaming paf

Concept:

Tag: [

File type: [onylomat =]
Uploaded date: ,WTQL'

[Search | = Search within resuts || Reset

Click on this function will get you all related documents ]

1 documents found. (0.050 seconds)

Test-001 12 Dec, 2009 1.0000

Rapid E-Learning.pdf &
Concepts: E-Leaning
Tags: ¢leoming © - rends O - drections ©  Addteas

Fig. 6(a). Retrieve a document by its document name anib fimd associated documents
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Search Documents |

Home Concept Document Explore Settings.
Search:

Number of results per page: [~

Search | Search within results

Delete selected documents

RELATED*Rapid E-Leaming pdt'

Show Advanced Search

Reset

Concepts: E-Learning.
Tags: edearning myths € Addtaas
Global E-L earning Rankings Released.
Concepts: Learning - E-Learning

Tags: e-learning & - resources @  Addtags

-Learning myths.pdf Related documents “+ &

df Relsted documents \+ @

Notifications  Logout

Test-001 12 Dec, 2009 0.5778

Test-001 23 Dec, 2009 05113

| Related documents are displayed in a ranked order list

Test-001 12 Dec, 2009 4797

Fig. 6(b). Click on “Related documents” will display a radkest of relevant documents

6 Conclusion

A new generation of digital library is emerging wiiincorporate Semantic Web
technology and social functions into to the librggrtal. Semantic digital library is
especially useful in research in which explorateegrch is the primary activities in
the search process. Ontology is the technology uhderpins semantic search and
there is a need to provide ontology with a widegeaaf scope in order to power SDL
that represents a diversity of knowledge domaife paper has demonstrated such
ontology through a preliminary evaluation of ANTONIhat integrates to a general
digital library to provide semantic features. Thigled semantic functions are indeed
helpful to digital library users. In addition toetbe features, there are other suggested
developments that can promote a digital librargten higher level of usage. Many
digital library development projects seem to netgthe personalization feature. To
extend the idea even further, a new generationigifadl library may include a
personal learning environment for every user. ig tespect, a new meaning of digital
library will include semantic & social functionseqsonalization and e-learning. This
grand vision of digital libraries would probablyagir the attention of academia and
developers to further explore their potential.

5 For those who are interested to try out ANTOMoiniation for getting a trail account can be

located in these linkgittp://www.box.net/shared/Ixslui34gmd
http://www.box.net/shared/mva4cvty8e
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Logical Quiz Solving Based on Ontologies
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Abstract. One of the advantages of developing semantic téogyas to be
able to infer a small amount of knowledge to praedwac large amount of
infformation. To achieve this, RDF, RDFS and OWIe antroduced to
represent the relationship between concepts sueh itifierence can occur
between the defined knowledge to generate more lenlys. This paper
elaborates on the concept of building ontology Wwhiould induce some simple
logical deductions based on the existing infornmatibhe reasoning standard
used is the OWL DL which covers most of the vocalyubefined under OWL
standard. This paper also demonstrates the usesrpérsic technology in
solving a complicated logical quiz called the E@nstquiz. An ontology based
on the quiz will be built by coding the informatipnovided in the quiz into a
semantic standard. The completed ontology will belwated using Pellet
inference engine of OWL DL such that more inforrattan be generated from
the existing ontology by the reasoning process. dbiity of the inference
engine to generate the solution shows the analyaddity of semantic
technology.

Keywords: Semantic, Inference, OWL DL, knowledge representati
languages, Pellet reasoning

1 Introduction

Semantic technology is a field of study that fosuse knowledge representation that
is understood by both human and machine. The rep@son of knowledge starts
with the concept of Resource Description Framew@DF) which describes
knowledge in a data model [1], followed by RDF Soag RDFS) that connects piece
of knowledge defined in RDF data model to a graphkmowledge based on
vocabulary such as rdfs:domain, rdfsirange, etce Thrther representation of
knowledge can be referred to the standards sud»dsL, OIL, DAML+OIL and
OWL. [2] shows some example of the knowledge represtion based on DAML
standard while [3] gives the example on writing Wiemlge in OIL standard. Both
papers also suggest that the use of RDF standarot isnough to represent human
knowledge due to the limitation of the vocabulanpsorted. Besides, [2] also gives
an overview on how both DAML and OIL could be metdegether to form another
standard of DAML-ONT which is further merged intonew ontology language
called the DAML+OIL. DAML+OIL eventually evolved t®OWL which is the current
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standard web ontology language supported under W&Cthe standard evolves,
more vocabularies are proposed to represent kngeledurrently there are existing
sets of vocabulary that could represent some sikpb&vledge and human concepts.
A full set of definitions for vocabulary under OWan be found in [4].

The advantage of using semantic technology in kedge representation is in its
ability to generate new knowledge based on exiskngwledge from a process
known as reasoning. Reasoning allows the informaticA-box to be expanded and
hidden information to be discovered. Currently, itifermation in the A-box can be
generated without much problem since it only referthe existing knowledge in the
database. For example, Vétl al. [5] proposed to build ontologies from Wikipedia
page with the application of WordNet to create dig& between concepts retrieved
from Wikipedia. Volkelet al [6] converts Wikipedia page to a semantic Wikiped
by changing some of the content in Wikipedia pag®DF standard so that it gives
meaning to machine. The focus of the research itwert existing information in
WWW to semantic representation. But even with gdaamount of data available, the
method to process the existing information reqaireell defined ontology.

For the purpose of building ontology from existikgowledge source, the
properties of vocabulary defined under OWL showdstudied first. There are some
researches that focused on converting an existimyvledge to OWL'’s form. For
exampleDoan et al [7] propose a way to describe Pedagogical Resswith OWL
standard whileRector et al.[8] also proposed the some idea on building omgtplo
with an example of pizza.

By building an efficient ontology, it is possiblerfan inference engine to answer a
user's request even though the information is eobrded in the database. In this
paper, a few examples using inference engine tfomersimple logical deductions
will be presented. This paper also shows the pialefttr semantic technology, in
particular, the knowledge representation standardaive quiz just like a human
being.

2 Simple Logical Deduction from Inference

Semantic technology includes the possibility of f@ening some simple natural
deduction by computer. A simple example is as ¥allo

Let's say there exist four different charactersBA,C and D. Each character is
connected to a different number from a set of 142,8s human being, if it is given
that:

Ato3,Btol, Cto2

We could deduce that D will be connected to 4 radiyurbecause the other 3
possibilities of number can be rejected since thaye already been assigned. In
semantic technology, with the combination ofwvl:oneOf, owil:cardinality,
owl:InverseFunctionalProperty, owl:differentFrom, r dfs:range and rdfs:domain
it is possible to perform this type of deduction lnyilding the ontology about the
problem. The ontologies can be defined as follow:
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:Char
a owl:Class ;
rdfs:subClassOf owl:Thing ;
owl:equivalentClass
[a owl:Restriction ;
owl:cardinality "1"xsd:int ;
owl:onProperty :has

1
owl:oneOf (:A :B :C :D) .
‘has
a owl:ObjectProperty , owl:InverseFuncéalProperty ;
rdfs:domain :Char ;
rdfs:range :Num .
‘Num
a owl:Class ;
rdfs:subClassOf owl:Thing ;
owl:oneOf (:numl :num2 :num3 :num4) .

The standard used to define ontologies in this pepaoctation3, or n3 standard.
For example, the n3 above will reflect the conditad the problem of “Lets say there
exist four different characters: A, B, C and D. Eatharacter is connected to a
different number from a set of {1,2,3,4}". The defanamespace in this paper is
blank for readability purpose. Now, to solve thelpem based on the information,
the hint should be defined as follow:

A a :Char ;

has :num3 ;

owl:differentFrom :D , :C, :B.
B a :Char ;

has :numil ;

owl:differentFrom :D , :C, :A.
C a :Char ;

has :num2 ;

owl:differentFrom :D , :A, :B.
‘D a :Char ;

owl:differentFrom :C , :A, :B.

This problem can be solved with inference engir supports OWL DL or OWL

FULL reasoning. Pellet is an example of inferenugire that can solve this problem.
The solution is illustrated in Figure 1.
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Class Char Class Num Inference concludes that D
isconnected to 4 if the
other 3 connectionsare
stated

Because:

- owl:oneOf limits the connection
of D to four members only

- owl:cardinality limits D to has one
one and only one number
-owl:InverseFunctionalProperty
and owl:differentFrom limits D to
have the numbersthat are not
connected to the other character
yet.

Since, there is only one choice for
D to connect, the inference engine
willdeduce that :D :has :numé

Fig. 3. An example of simple logical deduction based derance

Logical Quiz Solving

Based on this simple deduction process, it cansbaraed that the inference engine
should be able to solve problem that is based gitdbthinking. This section will
show an example on how to apply semantic technotoggolve a quiz based on
logical thinking, called the Einstein quiz.

The Einstein quiz is defined as follow:

F1.
F2.
F3.
F4.
H1.
H2.
H3.
H4.
H5.
H6.
H7.
H8.
Ho.

H1
H1
H1

There are five houses in a row and in fiveedéht colours.

In each house lives a person from a differenntry.

Each person drinks a certain drink, plays tazesport, and keeps a certain pet.
No two people drink the same drink, play thesaport, or keep the same pet.
The Brit lives in a red house

The Swede keeps dogs

The Dane drinks tea

The green house is on the left of the whiteskou

The green house owner drinks coffee

The person who plays polo rears birds

The owner of the yellow house plays hockey

The man living in the house right in the cemtri@ks milk

The Norwegian lives in the first house

0. The man who plays baseball lives next to tha mho keeps cats

1. The man who keeps horses lives next to thewrweplays hockey

2. The man who plays billiards drinks beer

H13. The German plays soccer
H14. The Norwegian lives next to the blue house
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H15. The man who plays baseball has a neighbourdsih&as water.
Question: Who has a pet fish?

F1 to F4 are the facts of the quiz while H1 to Héfér to the hints provided in the
quiz. The challenge of the quiz is to figure outowh the person that has a pet fish.
Basically to solve this quiz, deduction based amielation (as described in Section
2) is used. However in this particular quiz, thalwion process is complicated.
Thus, this problem is selected to analyze the pielenf semantic technology in
solving complex problem.

The key point in solving the quiz is to build artaogy that reflects all conditions,
and statements of the quiz. The definition of arg@s for the quiz is similar to the
problem stated before. For example, the statemdmsColor rdfitype
owl:InverseFunctionalProperty means that a different house should not have the
same color. While the statemei@olor owl:oneOf (:Yellow :Red :Blue :Green
:White :ColorX :ColorY) means that only seven colours could exist in dzder.

The Concept of house in the quiz could be represddny following statements.
‘House
a owl:Class ;
rdfs:subClassOf owl:Thing ;
owl:equivalentClass
[a owl:Restriction ;
owl:cardinality "1"Mxsd:int ;
owl:onProperty :hasCountry
1
owl:equivalentClass
[a owl:Restriction ;
owl:cardinality "1"Mxsd:int ;
owl:onProperty :hasDrink

owl:equivalentClass
[a owl:Restriction ;
owl:cardinality "1"Mxsd:int ;
owl:onProperty :right
1
owl:equivalentClass
[a owl:Restriction ;
owl:cardinality "1"Mxsd:int ;
owl:onProperty :hasPet
1
owl:equivalentClass
[a owl:Restriction ;
owl:cardinality "1"Mxsd:int ;
owl:onProperty :left

owl:equivalentClass
[a owl:Restriction ;
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owl:cardinality "1"Mxsd:int ;
owl:onProperty :hasColor
1
owl:equivalentClass

[a owl:Restriction ;
owl:cardinality "1"xsd:int ;
owl:onProperty :Play
1
owl:oneOf (;Housel :House?2 :House3 :Housesudd5 :HouseX :HouseY) .

While the concept of game could be stated as follow
:Game
a owl:Class ;
rdfs:subClassOf owl:Thing ;
owl:oneOf (:Baseball :Billard :GameX :Gametockey :Polo :Soccer) .

Finally, the relationship between concepts is cotetbwith the object property as
follow:

:Play
a owl:ObjectProperty , owl:InverseFuncéalProperty ;
rdfs:domain :House ;
rdfs:range :Game .

Facts F1 - F4 are defined by the combination oftlel n3 about concept and
relationship above. For all the classes definegtethvill be seven instances instead of
five as stated in the quiz. This is done to simgdlife development of the ontologies
without changing the difficulty of the quiz. In tistandard quiz, there are five houses
however, out of the five houses, only three hakewse on both the right and left side
while the other two houses do not share this ptgg&he first house on the left hand
side does not have a house on the left side anfirghénouse on the right hand side
does not have a house on the right side). To sbleeproblem we add two more
houses in which their properties are consideredvknto ensure that “every house
will have a house on the left and right side” amthde all instances could share the
same object property.

:Housel :right :House2
:House2 :right :House3
:House3 :right :House4
:House4 :right :House5
:Houseb :right :HouseY
:HouseY :right :HouseX
:HouseX :right :Housel

All the instances of house will be connected irhair and the object property of
right and left can be a common property for thesldouse.

After all the facts are defined, the next stepoiswtite the entire hints provided
based on the semantic standard. There are two bfggst that are provided in the
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Einstein quiz. The first type is an absolute hintwhich the hint describes the exact
information on the houses. For example, Hint 9, ™Morwegian lives in the first
house" is an absolute hint since it is a definitatement to indicate that the person
in first house is from Norway. This type of hintnche written in n3 format easily as
follows:

:Housel :hasCountry :Norw

The second type of hint is a non-absolute hint esiiiconly describes some
relationship between instances. An example of hhig is Hint 5, "The green house
owner drinks coffee". This hint only states that tberson who is staying in green
house drinks coffee but it doesn't indicate exaathych house is the green house.
This type of hint does not allow any conclusionb® made about the five houses.
This hint can be stated with vocabulary of owl:egléntClass by describing how an
instance of Class who lives in a green house &sifsi

:ColorGreen

a owl:Class ;
rdfs:subClassOf :House ;
owl:equivalentClass
[a owl:Restriction ;
owl:hasValue :Coffee ;
owl:onProperty :hasDrink
1
owl:equivalentClass
[a owl:Restriction ;
owl:hasValue :Green ;
owl:onProperty :hasColor
1.

The example coded in n3 means that any instancehwias value of green for
property of hasColor will be categorized under @Bleen class. However, at the
same time, any instance that belongs to ColorGems should have value of coffee
for the property of hasDrink. In other word, thieans that the instance of house must
have the value of green and coffee at the same timtae Einstein quiz, more than
one hint can be grouped into one class with owlwedentClass. For example, Hint 4
and Hint 5 also describe the green house. Hentk,Hats can be defined under one
class as follows:

:ColorGreen
a owl:Class ;
rdfs:subClassOf :House ;
owl:equivalentClass
[a owl:Restriction ;
owl:onProperty :right ;
owl:someValuesFrom :ColorWhite

owl:equivalentClass
[a owl:Restriction ;
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owl:hasValue :Green ;
owl:onProperty :hasColor
1
owl:equivalentClass
[a owl:Restriction ;
owl:hasValue :Coffee ;
owl:onProperty :hasDrink

].

For Einstein quiz, three hints are absolute, wiaidh Hint 8, Hint 9, and Hint 14.
These hints could be defined as the following n3:

:Housel :hasCountry :Norw  (The Norwegian liveshe first house)

:House2 :hasColor :Blue (The Norwegian lives nexthe blue house)
:House3 :hasDrink :Milk (The man living in the heusght in the centre
drinks milk)

The other hints are defined based on concept oivaguat class as described
before. By providing all information to the ontologf the quiz, the inference engine
will be able to solve the quiz just like human lpimThe solution is based on
deductions and eliminations.

By combining Hint 4 and Hint 5, the result is a®wh in Figure 2. The inference
engine can deduce that House 4’s owner lives irrgh®use and also drinks coffee
while House 5 is white color because it is the amllyd solution.

[ House 1 ][ House 2 ][ House 3 ][ House 4 ][ House 5 ]

Color Green White
Drink
Coffee

Fig. 2. Reasoning based on Hint 4 and Hint 5, it can lkicked that House 4 is green since
it is the only possibility for class ColorGreennt@p onto the ontology.
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Further reasoning will be generated if more knogtet provided to the ontology.
The Quiz can be solved if all the hints are writsmmantically and parsed to the
ontology. By invoking the inference engine thatmonms OWL DL to the completed
ontology, the result as shown in Figure 3 is olgdirin the final step, the inference
engine is able to generate a piece of statemehsé#ya "person in house4 has a pet
fish" and hence the quiz is solved.

As shown from the result of solving a quiz with drénce engine, if the
vocabularies are defined properly, semantic teagyhas the potential to perform
complex analysis and deduction similar to humamdpein Figure 3, it can be seen
that the reasoning process employed by human k@idghe one described here is
exactly the same as the key to solving the quizumiiynis to determine the position
of the green house first, then find all the colding types of drink country and finally
the game.

(0) initial state (1) By combine H4 and HS (2) Then, From HL
12 3 4 5 A2 3 4 5 A2 3 4 5
co]ar |-, B, -4 -, - color |-, B, -, G, W <color |-+ B, R, G, W
drink |-, -, M, -, - drink |-, -, m,Cc, - drink |-, -, m, C, -
country (Mo, -, -, -, - country [M, -, -, -, - country [N, -, B, -, -
S R I P pet - - - - -
game - - ==, - game l-v -0 -y - - game I=s ===y -
(3) Then, the defination of ontology
that only five color exist (4) Then, From H? (5) Then, combine H3 and HL2
A2 34 5 1 2 3 4 5 23 4 5
cm]nr Ir, B, R, G, 4 color ¥ , B, R, G, W color I¥ w B, R, G, W
drink |-, -, m, C, - drink |-, -, m,C, - drink W, -, M, c, -
country [N, -, B, -, - country [N, -, B, -, - country [N, -, B, -, -
pet l= === - pet [ pet O
game I=y =y -y = - game [ game Hy - -y =0 -
(&) Then, From H1S (7) Then, From H3 an HL2 (8) Then, From H13
23 o4 5 123 a5 A2 3 4 5
colar ¥, B, R, G, W color |Y B, R,G,W color  |¥ , B, R, G, W
drirk W, -, m, C, - drink W, T,M,C,B drink  |w, T, M, C, B
country [N, -, B, -, - country M, D, B, -, - country [N, D, B, G, -
pet -, - -, -, - pet M pet ==y = o0 =
game IH, B, -y -, - fame H, B, -, -, bl game IH, B, -, 5, b
(93 Then, the defination of ontology (100 Then, From H2 and HE (11) Then, From HLO and H1L
12 3 4 5 234 5 23 4 5
color  |¥Y,B,R,G, W color Y, B R, G, M colar  |¥Y , B, R, G, W
drink  jw, T,m,cC,B drink Jw, T ,Mm,C, 5B drink W, T,.Mm,cC,E
country |W, D, B, G, S country M, D, B, G, S country [N, D, B, G, S
pet =0 =0 =0 = - pet -y -+ B, -, 0D pet lc, H, B, -, D
game W, B, P, 5, bi game H, B, P, 5, hi game [H, B, P, s, bi

(12) Finally, base on ontology that each house has distinct pet

b

color
drink
Country
pet
game

Tn=z= <
mTo-m
Tmm=Em
TonmE

QUIZ SOLVED

Fig. 3. The reasoning processes that occurred while gpitie quiz. Some reasoning
orders are not absolute. For example, Process $haapen as soon as Hint 12 is
evaluated but before Hint 3 is evaluated by therérfce engine.
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4 Conclusion

The vocabulary provided in the semantic technologpresents some general
concepts that are understood by human being. Bgidgfthe knowledge properly, it
is possible for an inference engine to perform saimle logical deductions from
the existing knowledge. Without the reasoning cdipgbsemantic technology is just
another way to represent data in machine but thgoréng engine allows machine
help human being to analyze and solve complex emhjust like human being.
However, the construction of ontology with semant@cabulary should be very
precise for the analysis to be accurate. Evenglesmissing statement can cause the
deduction process to fail.
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Abstract. The availability of image capturing devices ahd ease of sharing
photos in many Web 2.0 websites have resulted exaonential growth in the
number of images available on the Internet. Thiks dar the need of an
effective image annotation and retrieval systerwéok with images of broad
domain. In this paper, we discuss a method and dtmw ontologies can be
used to support image annotation and similarityetlasnage retrieval. The
paper discusses a supervised learning methoddssifying sports images into
conceptual classes and subsequently using extess@irces like Wordnet and
ConceptNet to provide controlled vocabulary for gmannotation. Our results
suggest that conceptually similar images can beieved by means of
ontological classification and relations with premg results.

1 Introduction

Web 2.0 has seen the emergence of many photoghepimg websites such as
ImageShack, Flickr, Riya, Picasa, etc. It is est@aiahat over 20 billion images are
being shared on ImageShack alone and approximatBlyillion photos are being
added to Facebook every month [1]. The contenhefe¢ images is generally broad
because they are not confined to a specific donfdiis poses a great challenge for
online image search and retrieval.

The two popular approaches to image search anéwatrare i) Content-Based
Image Retrieval (CBIR) and ii) metadata-based (ratiyriextual descriptions) image
retrieval which usually uses tags, keywords, conadplabels, etc. [2, 3]. CBIR
works by retrieving images without considering aexternal textual metadata.
Typically, CBIR considers low-level features, swashcolor, texture, shape and spatial
location to find results from a given set of imagésh similar features. However,
CBIR based approach suffers from the challengeheoEemantic gap [4, 5]. On the
other hand, in the metadata-based approach, tipmdleyword-based query is used
similar to the traditional textual information rietval systems. This approach also
suffers from many of the same problems of metadased textual information
retrieval [6]. This problem is further compoundegthe free-form nature of social
photo tagging in popular online communities, resglin spelling variants, synonyms
and disambiguation problems [7].
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In this paper, we investigate one way of using s#imaveb technologies to
address some of the problems associated with iraagetation and retrieval. We
discuss the use of an ontological annotation apprtfzat uses external ontologies to
provide controlled vocabularies for tagging imag@tie paper is organized as
follows, in section 2 we will review the related tlkoThen in section 3, the system is
presented, subsequently in section 4 a brief degmmi of the implementation and a
walkthrough of the system is provided. In sectignwe will discuss the results.
Finally in the conclusion section, the challengesetl are discussed and summarized.

2 Related Work

Ontology-based techniques [8, 9, 10] and metadatguiages [3] contributed to the
process of image annotation and retrieval, by pliogi means for defining class
hierarchies. This provided well-defined semanticsl @ flexible data model for
representing metadata descriptions. For examplé; B&hema [11, 12] can be used
for defining hierarchical ontology classes and RbFannotating images according
to the ontology. An OWL reasoner can be used terinéw class memberships based
on metadata associated with an image. The ontoltggether with the image
metadata forms an RDF graph and a knowledge basehwvean facilitate new
semantic image retrieval services.

Hyvonen et al [8] presented a manual ontology-baseje annotation system
with description logics. The major difficulty poed out was the extra effort needed
in creating the ontology, and the detailed annatati Popescu et al [9] exploited term
hierarchy extracted from Wordnet [13] to form a ogptual structure to organize
images, and to control the area in the image databéere similar images are
searched for. More recently, Chai et al [10] haveppsed an ontology-based
approach for photo annotation that leverages dnatect metadata analysis, with face
detection. Kesorn et al [18] proposed a systensfarts image annotation based on
text analysis and low-level features analysis.

There has been active work in the area of imaggiriggand the management of
tags, in particular for tag recommendations andgsstions to ease the efforts of
manual image annotation. For example, Heymann ¢t4jl and Golub et al [15]
explored the idea of tag prediction with and witheuggestions from a controlled
vocabulary.

In our work, we perform image classification oniarage’s global features using
method proposed by Maree et al [16] in order to ritdpto an ontological class
(conceptual class). In our method, it draws on regleresources (Wordnet [13] and
Conceptnet [17]) to provide controlled-vocabulasyatlow users to tag images semi-
automatically, and domain ontology to expand serogmbperties of the input image.
The annotations are stored in RDFS and OWL notstitm facilitate retrieval by
similarity.
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3 Overview of the System

The system attempts to address some of the is$uemg@e annotation and retrieval.
In this section we present the high-level architectas shown in Fig. 1 of the system
for image analysis, ontology-based annotationsimade retrieval.

LOW'L EVE L Image Features
IMAGE Image gxtractor
ANALYSIS

Concept Mapper

Keywords
Suggestion

Wordnet

SEMI-AUTOMATIC
IMAGE
ANNOTATION

|

| IMAGE

| RETRIEVAL
|

|

© 2010 MIMOS Berhad. All Rights Reserved - I

Fig. 2. High-level Architecture of the system

3.1 Low-level Image Analysis

Our approach relies on an automatic image classific component to identify the
general genre of the sports input images. The Widgr classification method
employed is based on the work of Maree et al [D&je to the intention to handle
images on Internet that come with diverse contemitation, we needed a classifier
that is robust enough to accommodate translatioi@tion and skewness. Maree’s
randomized sub-windows technique seems to perfathumder these conditions.
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The result of the classification is a predictiomfidence for each class and with the
highest confidence normally being chosen as theegevhich in turn maps to a sport
concept for further processing. This result is sgbently used in the next section.

3.2 Semi-Automatic Image Annotation

In this section we will explain the key part of thygstem. This part involves providing
keyword suggestion and fact suggestion for anmmaimages and storing the
annotation in the knowledge base.

3.2.1 Keyword Suggestion Using Wordnet

WordNet is a large lexical database of English wheouns, verbs, adjectives and
adverbs are grouped into sets of cognitive synongsyasets), each expressing a
distinct concept [13]. Synsets are interlinked bgams of conceptual-semantic and
lexical relations. The resulting network of mearfily related words and concepts
has been used in many semantic applications to ureeand rank similarity of
concepts [9].

We use Wordnet to provide keyword suggestions ¢ineemain concept has been
identified for an image as discussed in Section \B/& retrieve the synsets based on
the main concept’s label from Wordnet. The retugrsgnonyms serve as the loosely-
structured controlled vocabularies to provide kesgvsuggestions in the annotation
process. The images can then be assigned to anererkeywords and verified by a
user.

3.2.2 Facts Suggestion Using Conceptnet

ConceptNet [17] is repository of common-sense kedgé, the kind of information
that ordinary people know but usually leave unstaite data in ConceptNet is being
collected from Internet communities who contribuiteoh sites like Open Mind
Common Sense [19]. It represents this data indira 6f a semantic network (as
shown in Fig. 2), and makes it available to be useathtural language processing and
intelligent user interfaces.

ConceptNet contains some dynamic and ever-changiogledge of the sports
that we are interested in (such as Badminton, Baake Football, Golf and Tennis)
which may be useful to annotate the images.

We use the main concept identified earlier to es&irelated common sense
assertions, structured knowledge about conceptsilmoted by communities, from
ConceptNet database [17] and these assertionshven& shown as ‘facts’ in the
system and serves as additional annotation suggegtr the user.
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survive

© 2010 MIMOS Berhad. All Rights Reserve

Fig. 3. Some concepts and relations in ConceptNet

As shown in Fig. 3, the concept “Badminton” in CeptNet is connected to other
concepts such as the kind of equipment used andettnge in which it is normally
played. There are 24 unique relation types in Cpihet of which only seven are
being considered in our work, because the othaly dass useful information for
image annotations. By selecting these annotatiextsa relationships can be created
between the images and other concepts in the aytaliscussed in next section.
ConceptNet has over 1 million assertions and 2aticels, the selected seven relations

are shown in Table 1.

UsedFor

HasProperty
Badminton

IsA

Double_player

© 2010 MIMOS Berhad. All Rights Reserved

UsedFor

Olympic_game
LocationOf

Singer_player

Fig. 4. ConceptNet of Badminton

6 Source: Common Sense Computing Initiative (httec/media.mit.edu/node/49)
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Table 6.ConceptNet Relations

Relation Description

IsA What kind of thing is it
HasA What does it posses

PartOf What is it part of

UsedFo What do you use it fo
AtLocatior Where would you find it
MadeOfl What is it made o
HasPropert What properties does it ha

3.3 The Domain Ontology

In general, ontology provides a formalism to defivell structured concepts and their
relationships. The ontology has been widely usedmiany areas of Atrtificial
Intelligence (Al) and knowledge engineering [20]develop intelligent applications
and knowledge modeling. Ontology forms the integoalt of any system of
knowledge representation for a particular domainintérest. Ontology has been

developed in respective of annotating the sporggmsaThe sport ontology has several
levels of class hierarchy as shown in Fig. 4.

w‘ © 2010 MIMOS Berhad. All Rights Reserved
s
* == .
il *
- i Racket_sport
Eootball Indoor_sport : '
Qutdoor_sport
Basketball b

Fig. 5. Sport Ontology - Class hierarchy

The sport ontology consists of two main classey tlare known as the
ExplicitClass and ImplicitClass. In the ExplicitG there are five sub-classes
namely Badminton, Golf, Football, Basketball anahfie which are of the interest of
the system. These classes will hold the conceptls ate basically mapped to the
image classifier's classes as discussed in Se8tibn

The ExplicitClass contains the main concepts thain@apped via the classification
process discussed earlier, namely Badminton, Golfitball, Basketball, Tennis. The
ImplicitClass contains the ontological definitio further classification of sports
based on other properties, for example RacketSpast be defined as any sports
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concept which has the concept “racket” for theisiEHguipment property. The implicit
classes play a vital role in identifying the imagailarity in the system.

After all annotations (keywords and facts) arelfzeal by users, the RDF triples of
those annotations are constructed and stored irtrile store. The RDF triples
annotation for an image is illustrated in Fig. folae
The yellow triples represent the data propertiesh sas filename, url, etc. The red
triples denote the keyword selected and the gregles are generated from the facts
selected for the image.

hasEquipment

hasLocation Indoor_court

© 2010 MIMOS Berhad. All Rights Reserved

Fig. 6. Annotation triples

3.4 Ontology-based Image Retrieval

In CBIR, retrieval of similar images tend to invelwneasuring distances between
low-level descriptors between two images, for exenpghotos displaying similar
colors profile are ranked more similar than phobawing different colors. The
outcome of distance measurement algorithm is withemmnsidering the semantic
contents of the images.
The expectation is that the similar image shouldrmeto the same class and having
similar properties. For example in Case 1, imageBadminton class demonstrate the
similarity of images in Tennis class because bdtariag the common equipment
concept “Racket” and therefore it is classed ask@tsport” in the knowledge base.
In Case 2, Badminton images are not similar to @oéfges because they do not have
any common properties. A similarity ranking apptoas used to rank distance by
merely considering how many common properties dagsanembership they have in
the knowledge base of the system.

An OWL-DL compatible reasoning engine is used tferirmemberships of the
implicit classes during the SPARQL query processing
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4 Implementation & System Walkthrough

4.1 The System Implementation

This system is implemented on Java platform usibi 1.6.0 Update 12. The
backend components run on Apache Tomcat while thretend is developed with
Google Web Toolkit 1.7.1 (GWT). The backend compisein particular the
classification module is deployed as a web serusiag JAX-WS 2.1 XML 1.0,
SOAP 1.2, and WSDL 1.1.

The image classification module is pre-trained wports dataset which is
collected over the Internet and it is exposed agelaservice component for the use of
the system which is called Semantic Image Organizee input of the system can be
either an image or a URL of an online image. Thipuauof the system is a set of
RDF triples associated to the input image’s aniatatand they are stored in the
triples store.

4.2 System Vélkthrough

The screenshot of the system is shown in Fig. gks are classified using the image
classifier and a class is assigned to the imagidwser. The system automatically
suggests relevant keywords and facts for selediiothe user again. The selected
keywords and facts are then used to generate RDBtation triples for the input
image.

The system is capable to support several methodisade search and retrieval,
keyword search, hierarchical browsing, related cdeasnd similarity search as
depicted in Fig. 7.

Keyword search- It is a search process which is performed based dnatex
keyword matching.

Class Hierarchy search The user selects the explicit class of images ftben
ontology for browsing.

Related search This search starts with an image in the systenhasniput. The
system queries the knowledge base to returns a@bés that share one or more
common keywords with the image.

Similarity search- An existing image is used as the input to thecked@he system
returns all images that are “semantically similar'the input image. This means that
the system returns all images from the same ontmbglasses of the input image,
and this includes both the explicit classes andirif@red members of the implicit
classes. For example, “Badminton” and “Tennis” iemgnaybe conceptually similar
because they both maybe inferred to be member afK& Sport” because they have
the same kind of sports equipment. Likewise “Fofttend “Tennis” maybe be
similar because they both belong to “Outdoor Spatdss via the common
“hasVenue” property value of “Outdoor”.
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Fig. 7. Search functionalities of the system
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5 Results & Discussion

The image classifier was trained using 1302 mapualssified images consisting
five classes (Badminton, Basketball, Football, Gaifd Tennis) of sport images
collected from the Internet sources. The clas#ifin results show an overall mean
of 85% accuracy as tabulated in Table 2.

Among the sports, the Basketball class has thedbaecuracy rate, we attribute that
to the high level of noise in the training datathese data were collected and
manually processed by human collectors.

Table 7. Image Classifier Performance

Class Training Images Accuracy (%)
Footbal 303 8t
Golf 171 9C
Basketba 24t 7%
Tennis 313 9C
Badmintor 27C 8t

Maree et al [16] classification method is adoptedehbecause it can handle high
dimensionality of input images and it is also rdbusillumination changes, scale
changes and orientation changes. Since the myiiadhages from the web are
dealing with high degree of such variants, thisusbbess is very essential for the
classification accuracy.

In the semi-automatic annotation process, the ugetrso manually involve with
the keywords and facts selection. The Wordnet amtic€ptNet are useful in
providing controlled vocabularies for the annotatiprocess, but we believe the
approach can be futher improved by using the faliness of Wordnet's conceptual
heirarchies and network of related concepts. Famgte, Wordnet's structure can be
used to compute semantic distances between tweeptsand the distance can be
used to prioritise keyword suggestions.

The quality of ConceptNet's assertions need deeyauation, for instance there is
a finding of conflicting assertions causing inceteincies, such as Badminton is a
fast_sport and at the same time, Badminton is\& sport. There is also duplication
of concepts and this is causing ambiquity probleingill be interesting to measure
the impact of these problems in the future.

As shown in Fig. 8, the system has demonstratetivifith an ontology-based
method, it is possible to search for conceptuaitylar images by just considering the
semantics annotations captured in the knowledgee ks well as the class
membership inferred by a reasoning engine, at dimeestime its physical atributes
such as colors, shapes, etc. are not considerdtislnase, a search for similar images
of Badminton has returned Tennis images because theages are inferred to belong
to the RacketSport class due to their semanticepties.
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Fig. 8. Similarity based search for a Badminton image

6 Conclusions

In this paper, a low-level image analysis compongnised to classify images into a
certain class of sports. It then provides annatasieggestions to the user and stores
the annotations in a form of semantic network whighgoverned by the domain
ontology. It supports ontology-based retrievaliofigr images.

The system has helped in the image annotation gsobg suggesting viable
keywords from Wordnet and plausible facts aboutittege from the ConceptNet. It
has provided a controlled environment mimicking tooifed-vocabularies in many
conventional annotation systems. These annotatiples coupled with the domain
ontology allow further inferences to be made on itmages. Thus, enriching the
annotations of images by uncovering inherent seimagiationships (inferred triples)
between the images. This capability is essentigh¢onotion of semantic similarity-
based retrieval in the system. The system has demabed that it is possible to
retrieve conceptually similar images without comsiidg the physical attributes of the
images such as colors, shapes, textures, etc.
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Abstract. Anatomy is the foundation of medicine; this knodge supports
patient physical examination, diagnosis, prognasss well as treatments.
Traditionally, anatomy teaching is mainly based camdaver dissection;
however, this dissection based anatomy has beemeddremendously over
the years due to non reproducibility and scarcitycadavers. One of the
innovative and advanced approaches of teaching leaching anatomy is
through semantic knowledge base enabled 3D digitadan. INFORmant™ is
a novel approach to serve as a tool for teachiagrtricate details of human
anatomy and system physiology in future medicabstsh It has applications in
three (3) areas; namely 3D visualization of compdaxctures and anatomy;
interactive and efficient access to delicate stmast; and integration of
knowledge bases to virtual human. INFORmant™ idgdesl and developed
from actual MSCT DICOM data of human bodies. It tuags the greatest
definition of human anatomy, and is complete wiHfsyeto use navigational
tools for effective learning. It is a neat interagttool developed on a Semantic
platform that allows users to explore the humartaang and all its various

systems either from the anatomy ontology to 3D @natal volumes or vice
versa.

Keywords: Semantic Knowledge Base enabled 3D Digital Human.

1 Introduction

Anatomy is the foundation of medicine; the knowledbat supports patient physical
examination, diagnosis, prognosis as well as safdi®eatments. For the past 30
years, there have been multiple studies which hee@orted the decline in
undergraduates’ knowledge of anatomy, based orees#s of reduction in allocated
time, teaching staff and dissection in anatomy seyd]. Traditionally, anatomy
teaching is mainly based on textbook with two digienal drawing and graphical
illustration (Gray's Anatomy), plastics models arebaver dissection. However, the
anatomy drawings and models tend to over simpli&y ¢complexity of the anatomy,
as the depth, layering, thickness of the anatomyaabe appreciated. On the other
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hand, the dissection based anatomy has been retheredndously over the years.
This is unavoidable as there is always the issuscafcity of cadaver and its non
reproducibility. Once the cadaver is dissectedjsitdamaged inadvertently, for
instance, nerves and vessels are cut when thetidigesystem is examined;
superficial muscles are often irreparably damagéetnvviewing the deep ones.
Unusual morphologies or interesting conditions @oé easily preserved for future
classes due to the destruction and degradatidreafiecimens. Apart from that, there
is also concern of insufficient dissection infrasture, inadequate qualified teaching
personnel and lack of sufficient bodies of différeimical cases in order to appreciate
the anatomical variation and pathologies. As stileh, traditional way of learning
anatomy is insufficient to fulfill the needs of theodern medical student.

Beyond cadaver dissection, one of the innovative advanced approaches of
teaching and learning anatomy is through the 3Mtaliguman. In fact, some of the
world renowned IT giants such as IBM have envisibtiat such a teaching tool will
be the next disruptive technology for teaching k&ining medicine in the future.
These 3D digital humans are mostly based on VirRehlity (VR) programs,
stereoscopic 3D visual anatomy systems, and competeerated 3D models [2, 3].
Examples of the highly acclaimed works within thmace are VOXEL MAN [4, 5], a
computer program which visualizes 3D human bodyivddr from Computer
Tomography, Magnetic Resonance Tomography and Blagiby; and Body Voyage
[6], a volume-rendering application for the visaation of large volumetric DICOM
data sets.

Although these 3D applications offer incomparabjaainism and interactivity in
anatomy teaching, they are still lacking the deytthe anatomical knowledge which
is traditionally represented in text form. Anatormsythe scientific discipline devoted
not only to the study of anatomical entities, Hsbdo its correlation to physiological
and pathological entities. As such, there is a nieeda generalized, computable
representation of anatomy which captures the natitiee diverse entities that make
up the human structure together with the relateomeng these entities. One way to
achieve this is through an anatomy ontology, a s¢éim&nowledge base that is
dynamic and relational in its natGr&@he anatomy ontology can be further integrated
and substantiated with the physical specificatibthe body i.e. 3D digital human,
which outlines the morphology, topographical andrgetrical relationships among
the body parts in accordance to the ontology. Swchbination of anatomy ontology
and 3D visualisation will give a holistic and comtgl representation of a coherent
body of knowledge on medical anatomy.

It is worthy to note that INFOVALLEY, a Malaysian company which is focused
in Advance Medical Informatics, has designed aneeliped a Semantic knowledge
base for 3D visualized digital human, INFORmant®Bf, medical anatomy teaching
and learning. The software system is comprisededfical knowledge bases built on
the MIMOS Semantics Technology Platform; bi-direntilly linked to 3D
reconstructed volumes, MPR (multi planar reforntjttend 2D images from actual
MSCT DICOM images taken from living human as walitke deceased.
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2 System Overview

INFORmant™ is a novel approach to teach the inticketails of human anatomy
and system physiology in future medical schoolss n interactive tool for medical
students, practitioners and teachers to explorehtirean anatomy in relation to
various physiological systems either from the kremigle base to 3D voxel data or
vice versa. It is a fresh approach in teachingdate details of human anatomy and
system physiology using advanced computer-imagity\ésualization technologies
to create a “Digital Cadaver” which can be repdgtédissected’ and explored
without the fear of destroying the body. INFORmanh#&5s applications in three (3)
areas:
* Visualization of complex structures and anatomy related to medical
knowledgebase;
» More efficient access and navigation to delicatecstires of a real human body;
and
» Bi-directional synchronized visual integration aferse information within a
knowledge base to 3D reconstructed image with piatiar reformatted images.

3 System Features

INFORmant™ is designed and developed to use amt8&T DICOM images taken
from human bodies that had natural death. The softwenders a digital human from
multislice computed tomography (MSCT) DICOM datathwits high definition
visualization technology and captures the greate§nition of human anatomy, in
voxel, the elementary cuboids component of a digépresentation of a 3D object.
Since the 3D digital human is built from actual lRmMDICOM data, the
characteristics and dimensions of visualized hurbady and organs are more
accurate than drawings in textbooks, animationsaplgcal illustrations, 2D
photography or moulded models (see Fig.1). It istoned that in future versions,
we will not only feature the gross anatomy DICOMages acquired from MRI and
CT, but also features the physiological and higficlal aspects in relation to human
anatomy through ultrasonography, echograms, miopysor endoscopy for greater
visual appreciation. For instance, the cellulaatedl information such as histological
2D images (traumatic or non-traumatic, infectiousnon-infectious) will further
enrich the knowledge base with patho-physiologéainents.
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Fig. 4.Visualization of 3D rendered human body parts @géns.

The INFORmant™ anatomy ontology is a spatial stmattontology of entities
and relations that form the phenotypic structurdafan. It is a representation of
classes and types of relationships in human anatemich is parseable and
interpretable by computing system [7]. In other dgprthe ontology is designed and
structured to be understandable by human and raeigdy computers.
INFORmant™ has an extensive ontology with regaodgrbss human anatomy of
four (4) main systems of human body, namely: ostpgl respiratory,
cardiovascular/circulatory and excretory (kidneyethra bladder) system. The
medical ontology will be further enhanced to ad#pt region based ontology,
encompassing  the pathology  (diagnosis  and diseasd)istology,
development/embryology, pharmacology interventiord applied anatomy (with
comparison studies) of entire human body systems.

The medical ontology and 3D visualized digital hmmare integrated and
displayed on 2 separate browsers on parallel wingae. Fig. 2). The 3D Browser
renders real-time 3D volumes and creates an igegitly annotated digital human.
The browser is complete with easy to use navigatitools for effective learning
which allow the user to interact with the visualghwarious tools at the user’s
disposal. The digital human can be zoomed in/ootated in any axis, sliced,
annotated with text and snapshot or video recofdelhter reference.
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Fig. 2. Screenshot of INFORmant™ with the Semantic Browgadow on the right shows
the Lung concept and the 3D application on the dbfiwing a rendered image of the Lung
along with annotations.

The 3D browser has an in-built list of highly custeed pathology specific presets
that are based on differences in the densities r{sfid Unit) of the different
anatomical parts (see Fig. 3). The preset enabiesisualization of different layers
of the human body at a mouse click, from the slowm to the bones, viscera and
cavity. The 3D voxel data provide the medical shigewith the spatial depth
impression that is important in understanding that@my, resembling the cadaver
dissection [8]. On top of that, the system can asoommodate expanding 3D
volume and MultiPlanar Reformatted images of cadawéth age, sex and
pathological variation; which enriches and streegththe medical knowledge bases.

Fig. 3. Different presets of 3D browser which allows vigation of different layers of the
digital human.

The Semantic Browser displays the anatomy ontolagya graphical and
interactive way which enables the user to exploré mavigate easily through the
knowledge base. The ontology can be displayednaid views; namely:

» Graphical - concepts and relations are shown agmadd links between
nodes.

« HTML - concepts are represented as a dynamicaihemgeéed HTML page
with relations and target concept listed.

» Type Hierarchy - the medical knowledge base is shasva tree. The current
selected concept is shown along with its child epte (if any) and a path
through its ancestors to the root of the tree.

Advanced semantic querying will also be made ptssilhereby the user will be
able to perform search/query within the knowledgsebfor effective learning. Hence,
the relational medical or physiological informatiom relation to anatomy can be
inferred or related for greater representationrafdedge and ease of understanding.

4 Synchronized Navigation

The 3D browser and the Semantic Browser are integirand synchronized through
socket communication, it allows user to explore lthenan anatomy and its various
systems either from the medical ontology to imagesice versa. In this process,
similar TAGS are used for the tagging of knowledgise and 3D voxel data in
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INFORmant™ repository. When a user manipulatesaifitelogy via the Semantic

Browser, the TAGS of the central concept on disptane Semantic Browser will be
transmitted to the Graphic Engine, which will inrrtuuse the TAGS to fetch the
corresponding image from 3D repository and disjilayn the 3D Browser (see Fig.
4). The same goes for the reverse approach. Thdirdational approach of

associating domain knowledge to a specific anatalnsitucture of interest facilitates
deeper understanding and relational observatiacbimecting anatomical structures
to medical knowledge to appreciate significancectionalities, abnormalities and
relevance.
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Concepts from the

Ontology onto the
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|

Load the image of the full
human anatomy onto the
3D Visualiser

User User NO
Manipulate Ontology via Manipulate Image via the,
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send the associated
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Semantic Browser
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5 Conclusion

Advancements in 3D visualization have bridged tla dpetween the classroom
learning and real clinical practid®,10]. The fact that students can now study
anatomy at their leisure at their own choice, @irtbwn computer screens outside of
the anatomy laboratory, has revolutionized the wlamedical anatomy teaching and
learning. There is no doubt a semantic knowledge tbar digital Human will bring
about a major change in the way medical anatontguight in medical schools. It is
an integrated and holistic approach of anatomynlegras the application offers
physical, structural and functional clarity comg#eato the textbook. The availability
of an application like this will make the studeatsd teachers more inquisitive and
proactive, which in turn will lead to a paradigmifshin medical teaching from
“passive” to “active” learning and teaching. In &@dmh, it also solves the issues of
cadaver scarcity, non reproducibility of the cadadissection, as well as shortage of
qualified educator$9]
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Abstract. Most healthcare institutions such as hospitals alics store their
data in the form of databases of various formte Health Ontology System
that we have developed provides a means to inte¢iiase data with concepts
and semantics in the form of a shared cumulativiology for enabling
machines to interpret them. This involves two majoftware tools, namely,
Ontology Generator and Ontology Distiller. The Qogyy Generator is used to
create ontology from a selected database using datetaprovided by its
database management system. In a reverse prabes§ntology Distiller
enables a subset of data from an ontology to biletisinto a database for
further analysis. This Integrated Health Ontologgt&m will pave the way for
integrating existing data with ontologies that v useful for developing
semantic agents for healthcare domain.

Keywords:

Ontology encoding and generation, database scham@ogy viewing,
ontology information extraction and integrationtrarting ontology into
database, knowledge sharing.

1 Introduction

Most institutions in the healthcare industry instbbuntry store their data in various
forms of database management systems. While databharagement systems are
efficient in the storage and retrieval of data,ythee mostly proprietary and locked

into applications that access them. Some of thate rday be confidential; especially
the health records of certain patients who wishetnain private. However, some of
the information should best be shared within thaltheare community. Ontologies

provide a standard method for sharing this infdroma with the added advantage of
including semantics and relationships that enabfévare agents to interpret the

information stored in these repositories. The gbilh create and evolve an ontology
is vital towards developing a system for sharingltieare knowledge.

An ontology can be viewed as a declarative moded dbmain that defines and
represents the concepts existing in that domaieir thitributes and relationships
between them. It is typically represented as a kedge base which then becomes
available to applications that need to use andiaresthe knowledge of a domain.
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Within health informatics, an ontology is a forn@gscription of a health-related
domain [1]. In recent years, ontologies have bedopied in many business and
scientific communities as a way to share, reusemodess domain knowledge [2].
Ontologies play a major role in the developmentha Semantic Web [6]. In the
context of our research, an ontology is a sharedteytualization that describes the
terminology used in a particular domain, whichhistcase is the healthcare domain.
This ontology is expressed using the Web Ontologgguage or OWL in short [3].
OWL is based upon the Resource Description FrantewoRDF in short [4] [5].

The Integrated Health Ontology System consists afef of tools designed to
manage the creation, evolution, merging of ont@sgind extraction of their subsets
for various applications. The first of these taslshe Ontology Generator [11], which
generates an ontology using metadata from a daalm@magement system. The
generator is used as the first stage in buildimgathcare ontology data store. This
ontology can then be integrated into a cumulativelogy. The cumulative ontology
contains concepts integrated from various kinderiblogies. There is little or no
tools currently available in the market for datanimi on ontologies directly. Hence,
we have also developed an Ontology Distiller [3#fhich can extract a subset of an
ontology and produce a database which can be theeaata for existing data
mining tools. This process is the reverse of theoldgy Generator. Other tools which
will be described later are still in the processlefelopment.

2 The Overall Design

Central to our Health Ontology System is the Cutiv#aOntology and the Target
Database. The Cumulative Ontology integrates somelagies that are relevant to
the domain, which in our current research, covemtiept records, doctors, and
diseases. The Target Database stores the data ishieferenced by the Cumulative
Ontology. The initial setup of the system involtes use of the Ontology Generator,
which generates an ontology from an initial datetthsit supplies the primary source
of information. The instances from the record datstored in the Target Database.
There are few or no tools available currently tafgreen data mining on the
Cumulative Ontology. Hence, some data may be ergafrom the Cumulative
Ontology to form a subset database from which iy & possible to perform data-
mining using existing tools. The whole design ievsh in Figure 1.
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Figure 1: The Overall Design of the Health Ontol@ypstem.

The Ontology Accumulator, which is currently in thesign stage, is used to
integrate additional information from other ontdkexy

3 The Ontology Generator

The Ontology Generator is a tool designed to createontology from a selected
database. The design is based upon the DataMdsten For Protégé 3.4 [7]. Protégé
is written in Java. However, we use a differentoathm that uses C# as the
programming language, and the Microsoft Visual Btuds the programming
platform. This enables us to use the newer featiwre&s# and rapid prototyping in
Visual Studio. We have named it as Health Ontol@gperator (HOG) for reference.

3.1 Algorithm to Extract Schema from Database

The first step involves selecting the type of dassh We started with Microsoft
Access and SQL Server. The connection string iatedeto connect to the database.
For Microsoft Access databases, we use the MictdedfOLEDB.4.0 provider, for
SQL Server, we use the OLEDB provider. Currentlg t#ystem supports only
Microsoft Access and SQL Server. Support for MyS@ILbe added later.

HOG uses the schemaTable method to query the tabkeslatabase and returns
the result as a DataSet. After the table namesbi@ned, it extracts the column
names and their data types and puts them into en@ataSet. Finally, if the user
chooses, the row data is extracted into a thirdhSeit
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3.2 Method for Encoding Ontology

The ontology generation is an automatic processclwhéncodes and stores the
ontology physically as an RDF file that includesldeations of classes, properties
and instances. In addition, the ontology also idetithe semantics that describe the
meaning of the data included in it. Typically, file is given the file extension owl.
The first part of the encoding process of ontolsgthe generation of the header. The
body of the ontology includes the classes, the gnt@s and the instances. The final
part is the trailer. Figure 2 shows these stagagrainmatically.

Header [:> Body |:> Trailer

Classes Properties Instances

Figure 2: Stages in encoding the ontology.

3.3 Encoding the Header

The header specifies the RDF start tag (with naa@spttributes) and the ontology
element. It starts with the version informatiortleé XML encoding. This is followed
by some standard namespaces, which includes XMénsah(for data types), RDF,
RDFS and OWL. Each of these standard namespaateciared using their usual
URIs. For example, XMLS is declared as

xmins:xsd="http://www.w3.0rg/2001/XMLSchema#". The
ontology’s own namespace is declared as xmins:
db="http://zhig.tripod.com/db_table_classes?DSNtype =Acces
s:dbHealth_1#" , which is a reference to the database to linkht® dntology.

Finally, the ontology element is declared simplyxa®/l:Ontology rdf:about=""/>.

3.4 Encoding the Body

In the ontology, tables are converted to classkis i§ done by constructing the RDF
statement as an OWL class. Field names (or colanmer) in the table are converted
to functional attributes. In addition, other fuootl attributes are added, which
describe the semantics of the ontology. The rowsawh table are converted into
instances, beginning the first instance in the farminstance_1. The annotation
properties, such as #hasForeignKeys are then added.
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3.5 Encoding the Trailer

The trailer consists of the closing RDF tag andrmfation about the creator of the

ontology.
</rdf:RDF><!l—creator -->

3.6 The User Interface of HOG

The User Interface is shown in Figure 3. The usst §elects Data Source Type,
whether it is MS Access or SQL Server databasekialj the Connect button will
display the Tables, Fields and Records. The user $klects the destination filename
to Output the owl file. Clicking the Generate buttwill generate the owl file in the
selected location. The generated owl file is corbfmatvith Protégé 3.4.

Ontology Creator For Health Services

Generate } View |

Data Source Type Generates an ontology from a selecied database

& fooess O BOL O £
Data Source Name  [CDocuments and Settings'yir Tables Fields
User Name
Fassword Classes FuncPiop | =
b thiDoctor b tblPatient Faf
g hPatient HRI ¢+
Gienerate =
Dtput to Crantologies .
Records

I~ Include Forsian Keys
PatienD | MasPatientD | NRIC Patienthame +

I Include Record Data
» 10 10000 EBFT 0105666 IWONEY =
3

Generate

Figure 3. The User Interface of HOG

4 The Ontology Distiller

The Ontology Distiller is the reverse process &f @ntology Generator. However, it
uses a totally different algorithm. It extracts cepts from an ontology owl file and
creates a database. The output database can be Act#Ss or a SQL Server
database. The current programming requires thebas¢ato be created first by MS
Access or SQL Server. However, we are working direct creation of the database.
This database can be operated on by existing datiagrtools. We have not been
able to access any tool from the Web which canoperfa similar task, as we were
able to do so with Protégé when we built the He@ltthology Generator.

There is very little work published on the procedscreating databases from
ontologies. After we have developed the OntologgtiDer, we have found a US
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patent and a paper describing Knowledge Bus [9i¢hvban create databases from an
ontology using the Java platform. This paper wmgdication program interfaces
(APIs) to reflect the entity types and relationdagses and methods) that are
represented by the database.

4.1 The Distiller Algorithm

The algorithm used in programming the Distilleratwes the following steps:
1. Count the number of classes in the ontology file
2. Get Class properties
3. Build the DataSets
4. Get the Instances
5. Store the data in the database.

Counting the number of classes is necessary taudettie amount of storage space
to be allocated for the array of datasets. Thikadirst pass of the entire encoded owl
file before storing any data. The second pass wegohllocating the actual classes and
their properties and building the datasets. Thel thass would read in the instances,
their data types and their values. The resulting deould be stored. It may be
displayed if necessary.

The process involves some rules that form the lwdgtee programming. Classes in
the ontology are stored as tables in the datalgselarly, functional properties are
stored as attributes for each table. Instances fhenontology form the records in the
database.

4.2 The Distiller User Interface

The user interface is shown in Figure 4. First,uber searches for the location of the
Ontology Source then clicks the Extract button. Thstiller will extract the classes
and the class properties. Then the user can dbkediype of database to be output.
Next is the name of the database.
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I |
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password ,7
save | Delete Tables |
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Figure 4. User interface of the Ontology Distiller

In the case of MS Access, it is necessary to (irsate the Access database using
Access, and then search for the database. In the @a SQL Server, it is only
necessary to name the database. Clicking the Sdatenhwill create the tables from
the classes, together with the corresponding atethand records.

5 Conclusion

We have described a Health Ontology System congistf an integrated set of tools
for creating and processing ontologies. The contiminaof the Health Ontology
Generator and the Ontology Distiller that workstba Cumulative Ontology offers
the following side benefit. You can start with aSMAccess database, use the
Ontology Generator to create an ontology, thenthiseOntology Distiller to convert
that database into an SQL Server database. Thesewar of the tools of the
Integrated Health Ontology System that we havetedeso far. The next step is the

design and programming of the Ontology Accumulatdnich will integrate similar
ontologies into the Cumulative Ontology.
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Abstract. The power of ontology lies in its ability to expllg describe
semantic data in a common way, independently of datirce characteristics,
and providing a schema that allows data interchaamgeng heterogeneous
information systems and users. Ontology Engineesrggen as a challenge in
the application of Semantic Technology for problsaitving and application
development. This paper presents our experienassimg the Spiral Process
Model to develop medical ontology, which was inteedto implement a
Medical Advisor and a Medical Diagnosis System & used by medical
interns. It is discovered that the use of a sgiratess resulted in an adequate
ontology, and also helped to reduce mistakes byingakpossible to identify
and solve problems faced in each “cycle” of thecpss. Verification from
domain experts was required in each stage, in otdeensure that the
knowledge encapsulated in the ontology was predeémtine correct way.

Keywords: Semantic Technology, Ontology Engineering, SpirabcEss
Model, Medical Advisor, Medical Diagnosis

1 Introduction

Medical Knowledge base (MKB) plays an importanterah Patient Diagnosis and
Management System [1]. It also fosters sharing reode of knowledge, facilitates
collaboration between medical experts and medittdris, and enables nurses in
rural areas to better manage difficult cases. imhper, we report our experience in
using the Spiral Process Model to develop the na¢dimowledge base for

cardiovascular, paediatric and occupational health.

A knowledge base (KB) is a machine-readable regofocr the dissemination of
information [2]. Engineering ontology for the domas the first stage of developing
the KB. They are a means for people to specify ntf@anings of terms used in
knowledge that they might generate, share, or coaes{B8]. Ontology defines a
common vocabulary for researchers and practitiondas need to share information
in a domain [4]. The description of concepts, ali a& of their interrelationships and
their classification into taxonomy, gives rise tdramework in which information
resources (text, images, video, etc.) associatéd the domain can be organized.
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Ontology together with a set of individual instamcef classes constitutes a
knowledge base [4].

There are many ontology engineering tools availablthe market. Among them
include DogmaModeller [5], KAON [6], OntoClean [fiOZO [8], Protégé [9] and
TopBraid Composer [10]. Most of these tools clamehable no IT experts to model
ontologies, but as yet, there are no standardizgtiodologies for building ontologies
[11]. Such a methodology would have to includetao$stages to be executed when
building ontologies, a set of guidelines and pples for each of the stages, and an
ontology life-cycle that would describe the relaships among the stages [11]. The
best-known ontology construction guidelines werevettgped by Gruber [3] to
encourage the development of more re-usable onéslodloy and McGuinness [4]
also provided a good guideline on developing omfpldRecently, increased efforts
have been devoted to the task of trying to devalopmprehensive ontology-building
methodology [3]. Some methodologies referred tal#sthed approaches for building
ontology include Methontology [12] and DILIGENT [[L3The most widely used of
these alternatives, Methontology, adopts some iffeas Software Engineering in
order to improve its applicability. These actiwitienclude Ontology Management,
Ontology Development and Ontology Support. DILIGENi the other hand is an
ontology engineering methodology for distributedodely controlled and evolving
engineering of shared ontologies.

As yet, none of these methodologies enable us &lizeea comprehensive
enterprise level knowledge base development thdt adidress consistency and
completeness of the knowledge base with respettiedknowledge of the domain
expert. In view of these challenges, we proceededdopting an existing Software
Engineering methodology to knowledge engineeringis paper will outline what
forms of adoptions was carried out, and our expegen utilizing it to engineer the
MKB. The remaining sections of this paper will dése the following: Section 2 will
outline reasons why we were unable to utilize tkisting Unified Medical Language
System (UMLS) Metathesaurus [14]. Section 3 willtlioe the Knowledge
Engineering Methodology based on the Spiral Prodésdel and demonstrate our
experience in applying it. Section 4 will discudse tpros and cons of this
methodology, and finally Section 5 will concludéstpaper.

2 Non-Suitability of Existing Generic Medical Onblogy

In the first instance of developing the Medical @ogy, we attempted to take
advantage of the existing UMLS Metathesaurus [Ifjwdedge sources as a source
of medical terminology. The Metathesaurus is a Varge, multi-purpose, and multi-
lingual vocabulary database that contains inforomatbout biomedical and health-
related concepts and the relationships among thiem. built from the electronic
versions of many different thesauri, classificasionode sets, and lists of standard
terms used in a range of biomedical contexts inotughatient care, health services
billing, public health statistics, indexing and alaguing biomedical literature, and
basic, clinical, and health services research. [11]
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The Metathesaurus was created to facilitate theldpment of computer systems
related to biomedicine and health, but is not ojztiah for any particular application.
It can be applied in systems that perform a rarfdarctions involving one or more
types of knowledge. The Metathesaurus is orgarézednd concepts. In essence, its
purpose is to link alternative names and viewshef same concept together and to
identify useful relationships among different cqotse

Unfortunately, the UMLS scope was too broad and dtze was too large to
support our purpose. In addition, other informatguch as patient management,
which is essential for our application in Medicahfnosis and Medical Advisor, was
not specific enough for our purposes. Furthermorany of the terms used in the
UMLS differ from normal usage in Malaysia because UMLS was created for the
United States National Library of Medicine while Meigsia usually follows UK
standards of terminology.

Medical expertssuggested that it would be better to focus onrétdd body of
information supplied directly by them, rather theying to manipulate the entire
contents of a large database such as the UML$gHh ¢f this advice, we decided to
develop our MKB from scratch, and to restrict it®@e on the three main areas of
cardiovascular, paediatric and occupational hedltie MKB was based on the
domain experts’ own knowledge of these topics.

Based on the above challenges, the decision wa® nwduild the medical
ontology from ground up by modelling the knowledgfelocal medical experts. To
this end, we had to utilise a suitable and easynement knowledge engineering
methodology to successfully build the overall MKB/e adopted the Spiral Process
Model, typically used in Software Engineering, mstomizing it for our purpose of
Knowledge Engineering. The following Section wilutbne how we applied the
Spiral Process Model for engineering the MKB.

3 Knowledge Engineering Methodology

3.1 Adaptation of the Spiral Process Model

The knowledge engineering methodology that we zdtiliis based on the Spiral
Process Model. The Spiral Process Model as depicteBigure 1, proceeds by
repeated iterations of a cycle that passes thréoighquadrants. The first quadrant
identifies purpose and scope of knowledge basela@went. The second quadrant of
the cycle consists of actually acquiring the neetédrmation from the domain
experts. In the third quadrant, the informatiorcamceptualized through knowledge
modeling and encoding. The fourth quadrant involwedidation of expanded
knowledge based and planning for the next iterapiothe cycle. Each cycle of the
spiral model iterates through these four quadraBteh cycle also builds on the
previous one by expanding more detailed knowledgpe. number of cycle that will
be required to complete the development of a kndgééase is very much dependent

7 The medical experts involved in this exerciséuie Prof Dr Abdul Rashid Abdul Rahman,
Dr Nor Mahani Harun and Dr Azrul Rozaiman from Meadilnterest Group Sdn Bhd.
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on the complexity of the domain, the ability of tthemain experts to articulate their

domain expertise, and the ability of the knowledggineer to model and encode the
knowledge base. This knowledge engineering metloggolvas adopted to develop

the MKB. The MKB focused specifically on the aredi€ardiovascular, pediatric and

occupational health.
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Fig. 5. Spiral Process Model of Medical Knowledge Base Dmpraent
©2008-2010 MIMOS Berhad. All Rights Reserved

3.2 Challenges in Knowledge Engineering

To successfully apply the knowledge engineeringhowblogy described in Section
3, we had to overcome a number of challenges. Vémtifted 5 inter-related
challenges. A description of each of these challeng listed in Table 1, while Table
2 depicts and lists the interactions between tf@vedge engineers and the domain
experts.

Table 1. Knowledge Engineering Challenges

Challenges Description
Creation of the This is where the Knowledge Engineer interacts
Standard Knowledge interview and electronic communication) with the rian
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Template Expert to elicit the necessary m-knowledge to put together tl
Standard Knowledge Template. This is an iteratik@cgss of]
elicitation, engineering, and verification and datfion with the
domain expert.

Elicitation and This is where the Knowledge Engineer documentsi§usie

documentation of domai
specific explicit and taci
knowledge

n Standard Knowledge Template) the explicit knowlefigen the
domain as well as the tacit knowledge from the doreapert.
This is an iterative process of elicitation, engimeg, and
verification and validation with he domain expert.

Ontology Engineerir

This is where the Knowledge Eineer utilizes the
documented knowledge from the Standard Knowledgeplate
and engineer the T-Box of the Ontology. This i®als iterative
process of transformation, engineering, and vetiin and
validation with the domain expert.

Knowledge Bas This is where the Knowledge Engineer utilizes
Population documented knowledge from the Standard Knowledgeplate
to populate the A-Box of the Ontology. This is atmwiterative
process of transformation, engineering, and vetiin and
validation with the domain expert.
Unit Tes This is where the Knowledge Engineer will createeges of

test cases and utilizes them to validate the oggoldhe same
test case will be used against the domain exgddrbth provide
consistent result then one could conclude the ogyoto be
sufficiently complete, otherwise, one could expemstision of
the ontology based on steps (functionalities) oetiabove.

Table 2.Interactions between the knowledge engineers amddmain experts

Creation of the Standard Knowledge Templa

(=3
o

Step1 This step involves the Knowledg

Engineer investigating

artefacts in the domain as well 3
conducting interviews with the domai
experts. This process is highly iterativ
The end result of this stage is tl
identification of a set of metadata that tl

Knowledge Engineer

engineering of the Standard Knowled

Template.

Tacit knowledge

xqlicit knowledge

the knowledg
Kr led:
Ntact

uses for th

S D s P oH o0

Standard
Knowledge
Template

nowledge termplate by
domain expert

Step 2:

Step 3:

Step 4:

This step involves the engineering of
Standard Knowledge Template using t
metadata collected in Step 1.

This step involves the process
verification and validation of the Standa
knowledge Template by the Domai
Expert.

Based on Step 3, the Domain Expert
feedback to the Knowledge Engineer t|
outcome. Knowledge Engineer will the)
take the necessary actions to revise
Standard Knowledge Template.

ne

o

ne

he

1. Identifying metadata for constructing the Standard Knowledge
Template ©2008-2010 MIMOS Berhad. All Rights Reserved.
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Elicitation and documentation of domain
specific explicit and tacit knowledge

Explicit knowledge
Step 1: This step involves the Knowledge Engil TamNgaiege
modelling and eliciting the necessary
knowledge from the knowledge artefacts
and the domain expert, respectively. | A T~ L—~£
Step 2: This step involves the Knowledge Engil
populating the Standard Knowledge
Template with the elicited domai

Knowiedge
Artifact

Knowledgs,engineer feedback

knowledge from Step 1. o S ffcation and validation
Step & This step involves the Domain Expeft Expicitand Tact Knoniedge e o

knowledge of the domain Template

expert

conducting the Verification and Validation
on the knowledge that was populated into
the Standard Knowledge Template. 2. Extracting the Tacit and Explicit into

Step 4: This step involves the Domain Ex| Template. ©2008-2010 MIMOS Berhad. All Rights Reserved.
providing feedback to the Knowledge
Engineer, based on the Verification and
Validation process in Step 3.

Ontology Engineering
Standard

Step 1: This step involves the Knowlec ! s
Engineer modelling the contents
Standard Knowledge Template int
appropriate format to engineer the T-Bg
of the Ontology.

Step 2 This step involves the engineering of the
T-Box of the Ontology by the Knowledge
Engineer.

Step 3 This step involves the Domain Expert
conducting the Verification and Validation
process on the T-Box of the ontology that
was create in Step 2. 3. Engineering the T-Box of Ontolog\; based on Standard Knowledge

Step 4 This step involves the Domain Expert Template. ©2008-2010 MIMOS Berhad. All Rights Reserved.
providing feedback to the Knowledge
Engineer based on the Verification and
Validation process in Step 3.

Step 5:  This step involves the Knowledge Engil
taking appropriate actions to revise the
contents of the Standard Knowledge
Template. These actions could be either
going back to Stage 1 or Stage 2, which
ever is appropriat

=

Tact knowledge

< O

feedback

Domain expert

Verifcatioryand validation
T-Buekly domain
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Knowledge Base Population

Step1 This step involves the Knowledg
Engineer modelling the contents of tl
Standard Knowledge Template into tl
format appropriate to populate the A-Bg
of the Ontology.
This step involves the population of the A-
Box of the Ontology by the Knowledge
Engineer.
This step involves the Verification and
Validation of the contents of the A-Box b
the Domain Expert.

This step involves the Domain Expe]
providing feedback to the Knowledg
Engineer, based on the Verification a
Validation process in Step 3.

This step involves the Knowledg
Engineer taking appropriate actions

revise the contents of the Standal
Knowledge Template. These actio
could be either going back to Stage 1
Stage 2, which ever is appropriate.

X oo

Step 2

Step 3

Step 4

a®=

Step 5

S3a08®

Standard
Knowledge
Tempiate

Tacl knowledge

feedback

Knowledge engineer Domaiexpert

3 plerifcation and validation
ofA-Box by domain
expert

Populatingte
Ontology

4. Populating the A-Box of Ontology based on Standard Knowledge
Template, ©2008-2010 MIMOS Berhad. All Rights Reserved.

Unit Test
Stepl In the step, the Knowledge Engineer
prepares a setoff Use Cases, and the
Ontology for Unit Testing.
In this step, Unit Testing is done by the
Knowledge Engineer.
In this step, the Domain Expert performs
the Verification and Validation on the Unit
Test that was conducted.

Step4: In this step, the Doman Expert provi
feedback to the Knowledge Engineer
the finding of the Verification and
Validation process in Step 3.

In this step, the Knowledge Engineer takes
appropriate actions to revise the Ontology
(Stage 1 to 4) or revise the User Cases,
which ever is appropriate.

Step2

Step3

=

Step 5

Verification and validation

Accurate and
of ontolagy by domain

camplete ontology
Vfrepare
5‘

Tacit knowledge

O

Domaifexpert

Test Cases

5. Performing the Unit Testing
©2008-2010 MIMOS Berhad. All Rights Reserved.

4 Case Study

4.1 Spiral Cycle 1

During the first meeting with the domain experte KE explains the purpose of the
MKB, its medical applications, and the objectivégsh® knowledge collection phase
to the subject matter experts. This is to ensuae tthe domain experts associated to
this project will have a clear picture of the scap@ objectives of the MKB and
Patient Diagnosis and Management System, despitg bafamiliar with the planned
ontology itself. Because of this unfamiliarity, hever, the elicitation rate in the
initial stage was slow. The task associated to lemgathe four quadrant of the spiral

process model Spiral Cycle 1 listed in Table 3.
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Table 3. Summary of the Tasks Involved in Spiral Cycle 1

Quadrant 1

Quadrant 2

Quadrant 3

Quadrant 4

Purpose and scope
identification

Knowledge acquisition

Knowledge
conceptualization ang
formalization

Validation and
planning of next
phase

KE explains the
purpose of Patient
Diagnosis and
Management
System, and
specific objectives
of knowledge
collection phase,
to domain experts.

Risk analysis: Domain expert
not familiar with KE's
expectations.

KE prepares the knowledge
template (KT) of MKB based on
literature study of medical

domain and target application.

Subject matter experts identify
types of knowledge elements
that KE is expected to collect.

KE identifies main
concepts

Prepare medical
ontology T-Box (data|
structure
incorporating concep
and their
interrelationships)

Prepare
documentation on
ontology.

Internal review of
ontology.

Medical experts
reviewed
documentation of
ontology. They
identify
knowledge
refinement and
gap.

In execution of this task, the Knowledge Engineeppres a Knowledge Template
(KT) shown in Table 4 and populated it. This tertpls then reviewed and refined
by domain expert. In addition they will also idéptknowledge gap. This the point of
which the next cycle of the Spiral Cycle 2 processlel will begin.

Table 4. Knowledge Template

Unstable Angina
Symptoms
Chest pain: squeezing,
central, heavy. Crushing ;
Commonly substernal;
Epigastrium; Radiation to
neck, left shoulder, left arny
New onset of chest pain
Chest pain at rest
Deterioration of pre-
existing angina
Atypical presentation:
Indigestion; Pleuritic chest
pain; Dyspnoea

Investigations
*«ECG
0 ST-segment depression
o Transient ST-segment
elevation( in 30-50% of
patients )
o and/or T-wave inversion|
« Cardiac biomarkers
o Elevated Troponin
o Elevated CK-MB

Signs
May be unremarkable
Diaphoresis (excessive sweating)
Pale cool skin
Sinus tachycardia (HR >100bpn;
3" and/or 4 heart sound
Basilar rales
Hypotension
(BP < 100./60mmH)

.

.

)

.

.

.

.

4.2 Spiral Cycle 2
Based on the opportunities identified cycle 1, thsk list for Spiral Cycle 2 was

established in each of the quadrants as sown ie TabThe main activity in the
second cycle is to refine and fill in the knowledgps.

108



Proceedings of the'®2Semantic Technology and Knowledge Engineering &emnice
28-30 July 2010, Kuching, Sarawak, Msia

Table 5. Summary of the Tasks Involved in Spiral Cycle 2

Quadrant 1

Quadrant 2

Quadrant 3

Quadrant 4

Purpose and scopg
identification

Knowledge acquisition

Knowledge
conceptualization/
formalization

Validation and plan nex
phase

Identified major
concepts and sub-
concepts for
ontology.

Acquire the
related detailed
knowledge and
update the SKT
model.

Risk Analysis: Availability
of domain expert to meet
schedule.

Extra man-hours need to
fulfill the gap.

Knowledge related to four
concepts and their sub
concepts acquired.

Update T-Box
according to new
knowledge acquired,
and populate A-Box.
Update ontology
documentation
accordingly.

Internal review.

Medical expert
reviewed the SKT.
Medical experts
reviewed documentatior
of ontology. Identified
gap on Terminology.

The Knowledge Template is updated based on theknewledge acquired in this
cycle, and the refined Knowledge Template is listedable 6. It is self evidence in

this cycle; the Knowledge Engineers have identifidditional information on disease

management. In this case, the information is on teomanage Unstable Angina.

Table 6. Refined Knowledge Template based on Spiral Cycle 2

Unstable Angina

Commonly
substernal;
Epigastrium;

left shoulder, left
arm

pain

« Deterioration of
pre-existing angi

* Atypical
presentation:
Indigestion;
Pleuritic chest
pain; Dyspnoea

Radiation to neck, | «

* New onset of ches

e Chest painatrest |

(excessive
sweating)
« Pale cool skin

(HR >100bpm)
« 3%and/or 4 heart
sound
* Basilar rales
Hypotension
« (BP<

na 100./60mmH)

Sinus tachycardig|

o Transient ST-
segment elevation(
in 30-50% of
patients )

o and/or T-wave
inversion

» Cardiac biomarkers
o Elevated Troponin
o Elevated CK-MB

Symptoms Signs Investigations Managemen
¢ Chest pain: ¢ May be « ECG = Clopidogrel 300mg
squeezing, central, unremarkable o ST-segment stat, 75mg daily
heavy. Crushing ; | « Diaphoresis depression = Atovarstatin 80mg

stat, (if troponin +ve)
= Enoxaprin 1mg/kg
= Beta Blocker

** if LVH present-ACE
inhibitor
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4.3 Spiral Cycle 3

Here again, based on the validation in Spiral C¢cleew set of tasks were identified
for the next cycle (Cycle 3), and each of the qaatir are populated as shown in
Table 7. One of the main tasks is to identify tleedliptions of the terms in layman’s
language. For this purpose a new Knowledge Tempiatal to be designed and
agreed upon between the Knowledge Engineers andDtmain Experts. This
template is listed in Table 8.

Table 7. Summary of the Tasks Involved in Spiral Cycle 3

Quadrant 1 Quadrant 2 Quadrant 3 Quadrant 4

Purpose and
scope
identification

Knowledge acquisition

Knowledge
conceptualizati
on
/formalization

Validation and plan nex
phase

Acquire
medical terms,
description of
the terms used
and layman’s
language.

Update MKB
ontology with
this information
on terminology.

Risk Analysis: Time allocation for
expert to review and validation
definition populated if the
definition is not fit.

KE prepare terminology list and
acquire description of terms from
online dictionary.

Get validation of terminology from
domain expert.

Detail diagnosing process and nex

Update SKT
with property
that
incorporates
medical terms
with definition.

Update
terminology
list.

Review and validate
changes made to
ontology.

Domain expert
suggested adding more
detail to
“investigations”
component of KB.

KE identified need to
develop rules to suppor
decision making

action identified by domain expe process

Table 8: Knowledge Template for Terms List and its Desooipti

Sign / Symptom Also known as
1. 3rd and/or 4th heart
sounc

2. abdominal swelling

Layman’s term
3"%and 4" sound is abnormal heart sound

swelling seen from outside @ide by pressing
the organ
loss of, or severe reduction in, appétitéood

anxiety abnormal and overwhelming sense of
apprehension and fear

3. anorexia

4. anxiety

Several more cycles were conducted (in total 5 esycbefore it was decided
collectively by the Knowledge Engineers and the RonExpert that the knowledge
modelled was of sufficient details, and coverage. this particular case study, the
final Knowledge Template is listed in Table 9.
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Table 9. Final Knowledge Template for Unstable Angina

Unstable Angina

Sympto Signs Investigations Management Heuristics
ms
« dyspnoea | pulse (sinus| s ECG 1. IF one of Aspirin  300mg  stat|
« indigestio tachycardia)| o Ischaemic (symptoms) AND | followed by 150mg
n « third heart Change one of (signs) daily AND
» Epigastriu | sound = Tall T waves AND Clopidogrel 300mg stat
m Pain « fourth heart | = Pathological Q | (investigations) 75mg daily
* Chest Pain| sound Waves THEN AND beta blocker
o heavy « basilar rales| ® ST elevation AND  Atorvastatin
o crushing |+ hypotension| ® Inverted T 2. IF o 80mg stat
o radiating(t | « pale cool waves . (Ir?vest]ganons:(:a
o left arm skin = ST depression rdlacBlpmarker:: Same as above PLUS
.toneck, |« sweating = No ST elevation| Troponin::Present)| Enoxaprin 1mg/kg
to left * Cardiac THEN
shoulder) biomarkers . A
0 squeezing o Elevated 3. IF pain persist
Troponin Give morphine 50mg
o Elevated CK- stat and stemeti
MB 12.5mg stat and
consider referral for
angiography
5 Results

Using the Knowledge Engineering Methodology basedhe Spiral Process Model,
we were able to conduct the necessary systematiwl&dge acquisition, elicitation,
and modelling activities to eventually develop adidal Ontology and the Medical

Knowledge Base that can be used by a Patient Dssgyemd Management System.
Figure 2 depicts a very small portion of the knalge base, specific to the case study
discussed in this paper. The complete Cardiovasd{nawledge Base consists of
2240 triples. The concepts and properties modatigtis knowledge base are listed

in Table 10.
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‘ ‘cardiu:thestPa\nHeavy ‘ ‘ ‘card\u:ChesFaquueezmg |

‘ cardin:ChestPainCrushing ‘ Cafd\ilﬂd\gESt\Dn

‘ e ‘ cardio EpigsetriuPain

‘ cardi:Tal TWaves

’ cardio:CardiacBiomarkers

‘ cartlio/TnvertdTWaves

rdf;

'\‘V'Q

Fig 2. Portion of the Medical Knowledge Base
©2008-2010 MIMOS Berhad. All Rights Reserved.

Table 10 List of Concepts and Properties in the Cardiovt@sdnowledge Base

List of Concepts List of Properties

cardio:ECHO cardio:hasApexBeatCharacteristic
cardio:EchoResultDetail cardio:hasAtrialFibrillatResult
cardio:Echocardiogram cardio:hasBiopsyResult
cardio:EmotionDisorder cardio:hasBloodTestResult
cardio:GastrointestinalDisorc cardio:hasCardiacBiomarkersRe:
cardio:GastrointestinalDisorder cardio:hasCharastter
cardio:GeneralSympto cardio:hasChest-RayResul
cardio:HeartAscultation cardio:hasDetail
cardio:HeartBeat cardio:hasDisease
cardio:HeartBe: cardio:hasECGResl
cardio:HeartCondition cardio:hasExtralnvestigation
cardio:HeartConditic cardio:hasHeartRhyth
cardio:HeartRhythm cardio:haslnvestigationResult
cardio:HeartSour cardio:haslschaemicChangesRe
cardio:Investigatio cardio:haslschaemicChangesResultD
cardio:InvestigationResult cardio:hasLVHResult
cardio:lschaemicChang cardio:hasMurmurCharacteris
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cardio:IschaemicHeartDisease cardio:hasMurmurSite
cardio:JugularVenousPul cardio:hasMurmurTyg
cardio:LVH cardio:hasOccurance
cardio:LeftBundleBranchBlockLBBB cardio:hasOthemstigation
cardio:LungRelatedSign cardio:hasPhase
cardio:Management cardio:hasPulseCharacteristic
cardio:Medicint cardio:hasPulseR:
cardio:MurmurCharacteristic cardio:hasPulseRhythm
cardio:MurmurSite cardio:hasRadiologicalTestResult
cardio:OtherHeartSound cardio:hasSign
cardio:OtherInvestigation cardio:hasSignCharadieris
cardio:Pain cardio:hasSite
cardio:PhysicalAppearance cardio:hasSoundBehaviour
cardio:PhysicalDeterioration cardio:hasSymptom
cardio:Pulse cardio:hasTremor
cardio:PulseCharacteris cardio:hasUrinalysisRes!
cardio:RadiologicTest cardio:hasVentricularEctopiesult
cardio:RenalRelatedSign cardio:hasPulseRhythm
cardio:Sigt cardio:hasRadiologicalTestRes
cardio:SignCharacteristic cardio:hasSign

cardio:Sit¢

cardio:StomachDiscomfort

cardio:Swelling

cardio:Symptom

cardio:Treatment

cardio:Urinalysi:

cardio:ValvularHeartDisease

cardio:VentricularEctopic

cardio:MurmurCharacteristic

cardio:MurmurSite

cardio:OtherHeartSound

cardio:OtherInvestigation

cardio:Pail

6 Conclusion and Future Work

In a nutshell, the experience gained in adopting) @sing the Spiral Process Model
for engineering a Medical Knowledge Base has beevaiuable, both in terms of
determining the usability of Spiral Process Modml Knowledge Engineering, as
well as its ability to facilitate incremental knatlge acquisition and modelling of the
knowledge base. This capability become extremalgial when you have a situation
where you are unable to acquire the complete kridgedirst time around. It also
allows the parties involved in the knowledge eneiimg activities to be focused on
the tasks to be carried out and in a systematitemathese features are extremely
important when you are attempting to develop kndg#e bases for commercial
purpose.

This Knowledge Engineering Methodology was appkedcessfully for several
knowledge bases including medical, agriculture, Itheaand financial. This
methodology is robust in its ability to handle tharied situations one encounters
when performing the knowledge engineering actisiti|e future, we are looking at
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making this methodology more formal, from the perdjwve of establishing a series of
standard operating procedures (SOPs) in using thiealSProcess Model for
Knowledge Engineering.
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